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Abstract 

Wind is a fundamental parameter linking dynamical processes among different components of 

climate systems. This dissertation demonstrates researches describing climatological state, 

variability, long-term changes, and extremes of surface wind and associated surface properties 

for the Chukchi/Beaufort Seas and Alaskan North Slope region. Three different reanalysis 

datasets are used for this study, including the 3-hourly, 32-km resolution NARR reanalysis, 6-

hourly, 0.75° X 0.75° lat/lon resolution ERA-Interim reanalysis, and a newly developed 1-

hourly, 10-km CBHAR reanalysis.  These three datasets capture similar seasonality of the 

region’s surface winds with weak winds in spring and strong winds in autumn. NARR shows the 

strongest winds in October, while peak winds in CBHAR and ERA-I are in November. All three 

datasets show the greatest increasing trend of areal averaged monthly mean and 95th percentile 

wind speeds in October. The anomalous mesoscale winds over mountains are all captured by the 

three datasets; however, CBHAR demonstrates the best capability in detailing the mesoscale 

features. Investigation of wind-SST-ice relations in the study area demonstrates a negative 

correlation between surface wind and SST over open water and less-ice covered areas and a 

positive correlation over more-ice covered areas. Synoptic-scale storm plays an important role in 

forming the correlative relation between wind-SST-sea ice. Warmer SST associated with strong 

winds over weak solar forcing areas is the result of enhanced longwave radiation brought by 

storms. Colder SST over relatively strong solar forcing areas where less ice is present is caused 

by strong cold air advection and reduced solar radiation due to storm clouds. 
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CHAPTER 1 

Introduction and Literature Review 

The Arctic region is one of two regions in the world that include land, sea, and sea ice.  

This region is subject to recent and projected climate changes, (ACIA 2005; Johannessen et al. 

2004).  The region has also been subject to dramatic sea ice loss (Jahn et al. 2012; Zhang and 

Walsh, 2006), especially is the last decade or so and are projected to continue to decreased sea 

ice extent (Stroeve et al. 2012; Wang and Overland, 2012).    A major source of variance in the 

Arctic is the Arctic Oscillation, AO (Thompson and Wallace, 1998), which can be interpreted as 

the surface signature in strength of the polar vortex aloft in the stratosphere.  However Zhang et 

al., (2008) document a major and rapid change in the last decade or so to a structure that varies 

more between the Eurasian Arctic and the North Pacific. These rapid changes can influence the 

wind field, influencing solar radiation and albedo-feedback, which can further explain dramatic 

sea ice loss.  Further analysis of these changes with a specific focus on the surface wind field is 

needed.  The changes in the wind field can also have an impact on other variables such as Ekman 

pumping and ocean circulation.  Changes in sea level pressure (SLP) variability and trends have 

also been studied (Moore, 2013) which focused on the Beaufort Sea High.  Studies however have 

been done of the overall characteristics of the Beaufort Sea region (Overland, 2009) and of the 

Beaufort Sea High (Serreze and Barrett, 2011).  From Overland 2009, the SLP pattern indicates 

that the Beaufort high is strongest in winter and is persistent during the spring and fall months as 

well.  During the summer the Beaufort high weakens substantially and can be replaced by a 

general lower pressure area with the center located over the North Pole. 

Surface wind speeds are connected to Sea level pressure (SLP) patterns.  Such patterns 

that can cause extreme wind events are cyclones in the Chukchi/Beaufort Seas, strong Aleutian 
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Low cyclones, and Strong Beaufort Highs or ridges (Lynch et al. 2004).  Of course a strong 

cyclone moving into the Chukchi/Beaufort Sea whether from the Bering Sea or from elsewhere 

in the Arctic region will increase wind speeds at the surface.  However if the Aleutian Low and 

or the Beaufort High are strong then there is a strong zonally oriented SLP gradient in the 

Chukchi/Beaufort Seas region that will drive stronger wind speeds.    

The specific region of interest for this study is the Chukchi/Beaufort Seas, which is 

located on the edge of the Arctic region on the north coasts of Alaska and eastern Siberia below  

(Figure 1).   

 

Figure 1.  The Chukchi/Beaufort Seas geographic study region, shown by the red rectangle. 

 

This region is also significant since it experiences seasonal changes in sea ice extent.  With such 

changes this region will have both open ocean and sea ice, including areas of partially covered 
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sea ice, occurring mainly in the summer/fall seasons.  A region that has these physical features is 

known as a Marginal Ice Zone (MIZ). 

The Chukchi/Beaufort Seas region has been particularly affected by the changing Arctic 

Climate (Lindsay and Zhang, 2005; Mahajan et al. 2011).   The Chukchi/Beaufort Seas region is 

an area of the Arctic with the greatest thinning rate of sea ice along with the Canadian and 

Greenland areas (Lindsay and Zhang, 2005).  Lindsay and Zhang, (2005) also show that the fall 

2-m air temperature has changed the greatest in the Chukchi/Beaufort Seas, where is it warmer.  

The thinner sea ice could be responsible for more heat from the open ocean, higher amounts of 

absorbed solar flux, and reduction in sea ice from the ice-albedo feedback.   In turn this reduced 

sea ice extent is negatively correlated to higher wind speeds (Stegall and Zhang, 2012).   

The observation of extreme wind events in the Chukchi/Beaufort Seas has been observed 

and studied in the past (Lynch et al. 2003; Lynch et al. 2004; Small et al. 2011) as well as by 

locals in the region who notice long term changes in the environment such as changes in sea ice, 

leads and open water areas, and mammals not previously found in the region.  Lynch et al. 

(2003) the main focus is on a couple of case studies of extreme wind events.  The two extreme 

storm cases did track into the Chukchi/Beaufort Region and impact Barrow Alaska and 

surrounding areas.   Their main focus for the two cases is storm development processes and 

documenting that the two cases were extreme events. However in Lynch et al. (2004) the study is 

focused on Barrow Alaska for their long-term studies.  They document temperature increases as 

well as changes in storm frequency and intensity.  In turn they report wind speed increases, 

especially in August and September.  Lynch et al. (2004) show the daily average maximum wind 

speeds as well as highest sustained wind speed, the highest observation reported for the season, 

and the highest sustained wind speed for the season broken into 3-month seasons, i.e., DJF, 
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MAM, JJA, and SON from 1945-2001.  Overall the lowest wind speeds occur in JJA and the 

highest occur in SON and DJF.  Throughout each season there are numerous extreme storm 

events but in the overall sense the Fall/winter months appear to have the highest winds speeds on 

average.  Small et al. (2011) studies the climatology of wind speeds at Tuktoyaktuk (located in 

the Mackenzie River Delta and valley) along the Beaufort Sea in the Northwest Territories of 

Canada.  They concluded that there are extreme wind events in both the late summer/fall and in 

winter.  However they find the variability of extreme events to be higher in winter.  There are 

also studies of individual storm events in Beaufort Sea (Lynch et al. 2003; Pickart et al. 2010; 

Swail et al. 2007).  These studies give insight into the conditions of each of the particular storms 

but will not give any long-term climatological surface wind characteristics.   

As mentioned above, the Chukchi/Beaufort Seas is a region, mainly during the 

summer/fall months that has both open ocean and sea ice (MIZ).  In this region sea ice, SST 

(ocean surface) and surface wind speeds interact. 

The Objective of this study is to provide a detailed climatology including trends, changes, 

and extremes in the Chukchi/Beaufort Seas of surface winds over a 31-year period, specifically 

1979-2009.  This study will also give a detailed climatology and trends of 2m-air temperature, 

SST, and sea ice concentration and sea ice extent in the Chukchi/Beaufort Seas.  The focus will 

be given to mesoscale features (both ocean and land) that are not typically captured with global 

reanalysis datasets.  In this way a very detail oriented, long-term climatology can be achieved in 

this region for use in climate research, especially Arctic, and Chukchi/Beaufort Seas related 

climate studies.  Since studies are done at one geographic location over land (i.e. Lynch et al. 

2004) it is difficult to extract the results to the overall region.  The characteristics of the 

seasonality of the wind speeds might be very different over the open ocean versus land and 
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versus sea ice.  The intent of this study is to use gridded reanalysis data that assimilate the 

observations done at locations in the regions and produce a gridded 31 year climatology that 

show the overall characteristics of the surface wind speeds and wind direction but also of the 

extreme wind events as well for each month of the year.   

This dissertation will give a detailed climatology, including trends, of the 10m surface 

wind field in the Chukchi/Beaufort Seas region using several different data sets.  Trends of other 

variables such as sea ice, 2m temperature, and SST will also be done.  This analysis will include 

detailed analysis of mesoscale features and physical explanations.  There will also be a study of 

relationships of wind speed and SST in the region and physical explanations of the relationship.  

These physical relationships can include temperature advection, net long and net short wave 

radiation, and cloud cover as well as other meteorological variables.
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CHAPTER 2 

Data and Methodology 

2.1 Data 

Three reanalysis data sets are used in this study.  The first of which is the North 

American Regional Reanalysis (NARR), (Mesinger et al. 2006).  The NARR data is available at 

3-hourly output intervals and here is used from 1979-2009.  There are 45 layers in the vertical 

and the horizontal grid spacing is at 32km. 

The second data set used is the European Centre for Medium-Range Weather Forecasts 

(ECMWF) Reanalysis, ERA-Interim (ERA-I) global data set.  The ERA-I data is from 1979-

2011 and is available at 6-hourly output intervals.  The Horizontal grid spacing is 0.75° X 0.75°, 

and 60 layers (model levels) in the vertical (Dee et al. 2011). 

A third data set used is the Chukchi/Beaufort High-resolution Atmospheric Reanalysis 

(CBHAR).  This 31-year reanalysis is from 1979-2009 and is being made public by the Bureau 

of Ocean Energy Management (BOEM).  The horizontal grid spacing is 10km at 1-hour output 

intervals and 49 vertical levels (Zhang et al. 2013).    

The observational database utilized in CBHAR includes Meteorological data from 262 

stations in the Beaufort and Chukchi Seas region of the Arctic that were gathered.  These 

locations include land-based locations (both inland and near-shore) as well as offshore data from 

buoys, ships, exploration camps, and an ice camp.  Observed variables collected and used 

include surface air temperature (°C), dew point temperature (°C), relative humidity (%), wind 

speed (m s-1), wind direction (degrees), station pressure (hPa), sea level pressure (hPa), altimeter 

(in Hg), shortwave radiation (W m-2), longwave radiation (W m-2), 1-hr accumulated 



9 
 

precipitation (mm), 6-hr precipitation (mm), 24-hr precipitation (mm), and snow depth (cm).  All 

data collected are from 1979-2009 with most stations reporting on an hourly or sub-hourly basis.  

Few stations possess data spanning the entire 31-year period; most stations possess records of 

less than 10 years.  The observation data was subject to quality control described in detail in 

Zhang et al. (2013).  Upper-air data is also utilized in CBHAR from the Integrated Global 

Radiosonde Archive through the National Climatic Data Center (NCDC) and can be found at:  

(http://www.ncdc.noaa.gov/oa/climate/igra). Twice-daily data at 0000 UTC and 1200 UTC are 

available for the period 1979 to 2009, though the Russian stations only have records through 

1999 and Barter Island only through 1988. The stations with upper-air data include Barrow, 

Barter Island, Inuvik, Kotzebue, Mys Shmidta, Mys Uelen, and Ostrov Vrangelja, all of which 

are also long-term surface observing stations. 

Here a brief description of the final model setup and data production will be discussed 

and adopted from Zhang et al. (2013), which can be referenced for a full description of the model 

setup and a detailed discussion of the CBHAR dataset.  

The three-dimensional initial and lateral boundary conditions as well as gridded analysis 

that the Weather Research and Forecasting (WRF) model (Skamarock et al. 2008) is spectrally 

nudged and are forced by ERA-I reanalysis dataset.  For the land-use data, the Moderate 

Resolution Imaging Spectroradiometer (MODIS) 20-category land-cover classification is used as 

part of the final CBHAR configuration.  Seasonal sea ice cover characterizes the study area over 

the ocean and seasonal snow cover over land.  Thus careful preparation was made for the 

specification of sea surface temperatures (SST), sea ice concentration (SIC) and thickness (SIT), 

snow depth, and snow water equivalent (SWE). To maintain consistency with the atmospheric 

fields, SST was taken from ERA-I for use with the CBHAR reanalysis. To provide sea ice 
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conditions, the NASA Bootstrap sea ice concentration derived from the Scanning Multichannel 

Microwave Radiometer (SMMR) on board the Nimbus-7 satellite and the Special Sensor 

Microwave/Imager (SSM/I) instrument on Defense Meteorological Satellite Program (DMSP) 

satellites was acquired from the National Snow and Ice Data Center (NSIDC). These data are 

available at a grid spacing of 25 km, and at a daily frequency since July 1987 and semi-daily 

prior to that. SIT was taken from the 6-hourly Climate Forecast System Reanalysis (CFSR), a 

recently developed reanalysis product produced by the National Centers for Environmental 

Prediction (NCEP) at a 0.5° grid spacing. Due to the unavoidable discrepancies between the 

selected SIT and SIC datasets, the SIC distribution was treated as the true areal coverage, and for 

points where SIC was available and SIT was not, the SIT value was set to the closest available 

value in the CFSR dataset.  Snow depth on land was acquired from the 32-km NARR reanalysis, 

which in turn was taken from the 47-km daily U.S. Air Force Weather Agency (AFWA) snow 

depth analysis.  The AFWA analysis is not produced over sea ice, and so snow data (SWE) on 

ice were taken from the CFSR reanalysis. Since the AFWA analysis only provides snow depth, 

and CFSR only provides SWE, another data source of snow density was required in order to 

calculate SWE over land and snow depth over sea ice. The daily global Canadian Meteorological 

Centre (CMC) snow depth analysis provided by NSIDC, which includes SWE as calculated from 

snow density climatological lookup tables, was used for this purpose. 

The final configuration of WRF is briefly summarized here.  Physical parameterization 

options for the production of the final CBHAR reanalysis are: Morrison microphysics (Morrison 

et al. 2009), RRTMG longwave and shortwave radiation (Iacono et al. 2008), Grell-3D cumulus 

(Grell and Devenyi, 2002), MYJ PBL and surface layer (Janjic, 2002; Mellor and Yamada, 

1982), and the Noah LSM (Chen and Dudhia, 2001). A new thermodynamic sea ice model was 
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also coupled with WRF and selected Polar WRF (Bromwich et al. 2009; Hines and Bromwich 

2008; Hines et al. 2011) options were adopted as well, namely the use of variable sea ice 

thickness data and a more realistic bottom sea ice temperature. 

The WRF Data Assimilation (WRFDA) was configured to assimilate in situ surface 

station and radiosonde observations of temperature, dew point, wind vectors, and pressure 

(geopotential height for radiosondes), satellite-derived Quick Scatterometer (QuikSCAT) ocean-

surface winds, polar winds derived from MODIS and Advanced Very High Resolution 

Radiometer (AVHRR) measurements, and selected temperature and moisture profiles retrieved 

from MODIS data. A customized model background error file created specifically for the 

CBHAR domain was included in the CBHAR reanalysis configuration. Spectral nudging to the 

input ERA-I reanalysis was also utilized with a horizontal wavenumber of 3. 

The production of CBHAR is done through a parallelized, iterative process whereby a 

series of 54-hour runs, initialized every tow days throughout the 31-yr period are produced.  

Within each of these runs WRF is first initialized at 12 UTC and observations within 30 minutes 

of the initialization time are assimilated.  The model is integrated for an hour, and then stopped 

and more observations are assimilated at 13 UTC.  This process is repeated for the entire 54-hour 

cycle, with the first 6 output times discarded, having only been used to spin up the model.  The 

remaining 48 hourly output (the output of each assimilation cycle) are kept in order to be part of 

the final product, resulting in the final CBHAR reanalysis. 

2.2 Methodology 

The following is a detailed description of the methodology used throughout this study.  

Monthly average, maximum, and 95th percentile wind speeds are calculated at each grid point for 

the study area discussed in Chapter 1.  The monthly average wind speeds are calculated by 
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averaging all times (i.e. hourly, 3-hourly, 6-hourly) surface winds for each month for the 31-year 

period.  The monthly maximum wind speeds are determined by selecting the maximum wind 

speed from the number of times for the winds for each month over the 31-year period.  To 

calculate the percentile wind speeds the speeds are sorted from least to greatest at each grid 

point.  The rank, Rk then can be calculated as follows: 

 

Rk = ((N/100)*P +0.5), 

 

where N is the total number of  values and P is the percentile (90 or 95 here).  Let P90 and P95 

represent the 90th and 95th percentiles respectively.  Thus: 

 

P95 = Rdec*(A(Rwhole+1) – A(Rwhole)) + A(Rwhole), 

 

"#$%$!&'$(!)*'!&"#+,$!)%$!-#$!"#+,$!.)%-!+/!%)*0!)*'!-#$!'$(12),!.)%-!+/!%)*03!)*'!4!15!-#$!

5+%-$'!)%%)6!)-!$)(#!7%1'!.+1*-8!

The trends of monthly average and 95th percentile wind speeds for the entire 31-year 

period are also analyzed with linear regression coefficients, in which a positive value indicates 

an increase in wind speed and a negative value represents a decrease over the 31-year period.  To 

investigate the variations of extreme wind events we define the extreme wind event as a wind 

speed greater than the monthly 95th percentile wind speed over the entire 31-year period. Then 

the occurrence frequency of the extreme wind events expressed as a percentage is calculated over 

a time period.  The 31-year domain averaged 3-hourly winds are calculated to represent the 

diurnal variation of wind speeds on each day of the month. The calculations are broken into land-
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only and ocean-only areas so that the diurnal cycles between the land and ocean winds can be 

compared. 

For the wind direction climatology, we first divide all the directions into quadrants 

between 0-90° representing the winds from northeast, 90-180° from southeast, 180-270° from 

southwest, and 270-360° from northwest.  Then the monthly frequency of wind directions in 

each quadrant is calculated for each month for the 31-year period. 

To investigate the relationships of SST, sea ice, clouds, stability, and wind speed the 

method of binned scatter plots of a dependent variable based on binned independent variable, i.e. 

binned wind speed anomalies dependent on binned SST anomalies.  In this way an exceptionally 

large amount of data is represented with only a handful of meaning full data points. 

To study areal relationships further without necessarily assuming a linear relationship, 

composites are created following Schweiger et al. (2008).  This methods takes a variable 

V(i,y,x), where i is the time.  Let {V(y,x)}  be the temporal mean of variable V, and !(y,x) be 

temporal standard deviation.  A collection of times, i+ corresponding to the times that satisfy 

V(i+,y,x) > {V(y,x)} + b*!(y,x) and N+ is the number of times in the collection.  Similarly V(i-

,y,x) < {V(y,x)} – b*!(y,x), where N- is the number of times in this collection.  The parameter, 

b, is a way to measure the sensitivity of variable V to changes in variable V’s standard deviation, 

i.e. changes in the standard deviation of wind speed anomalies.  With these positive and negative 

composites defined, positive and negative anomalies are constructed such that:  

V1(i+,y,x) > {V1(y,x)} + b*!(y,x) then  

V1’(i+,y,x) = V1(i+,y,x) – {V1(y,x)}; V2’(i+,y,x) = V2(i+,y,x) – {V2(y,x)} 

 and similarly:  

V1(i-,y,x) < {V1(y,x)} – b*!(y,x) then  
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V1’(i-,y,x) = V1(i-,y,x) – {V1(y,x)}; V2’(i-,y,x) = V2(i-,y,x) – {V2(y,x)} 

In this way V’(i+,y,x) are the positive anomalies associated with the positive composite times and 

V’(i-,y,x) are the negative anomalies associated with the negative composite times.  After these 

anomaly composites are created they are summed up as: 1/N+ "i+V’(i+,y,x) for the positive 

anomalies and 1/N-"i-V’(i-,y,x) for the negative anomalies. 

To explore possible relationships between two variables, corresponding composites are 

generated as above for the 2 variables.  In this way the positive and negative anomaly composites 

of variable V2 correspond to positive and negative composites of variable V1, i.e. positive wind 

speed anomalies corresponding to negative sea ice anomalies.  These composites can thus give 

areal information about these relationships.   
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CHAPTER 3 

Wind Field Climatology, Changes, and Extremes in the Chukchi-Beaufort Seas and Alaska 

North Slope during 1979-2009 

Abstract 

Wind field climatology, changes, and extreme at ~32km resolution were analyzed for the 

Chukchi-Beaufort Seas and Alaska North Slope region using 3-hourly North American Regional 

Reanalysis (NARR) from 1979 to 2009.  The monthly average winds show a clear seasonal cycle 

with a minimum of 2-4 ms-1 in May and a maximum up to 9 ms-1 in October.  The 95th 

percentile winds show a similar seasonality with a maximum up to 15 ms-1.  The 31-yr domain 

averaged 3-hourly wind speeds display a clear diurnal cycle over land and sea ice areas during 

the warm seasons.  Weaker radiation during winter and larger heat capacity over open water 

reduce the diurnal signal in the wind field diurnal variations.  There were increasing trends of 

areal averaged monthly mean and 95th percentile wind speeds for July through November.  The 

strongest increase in the areal averaged 95th percentile winds speeds occurred in October from 7 

ms-1 in 1979 to 10.5 ms-1 in 2009.  The frequency of extreme wind events (speed above the 95th 

percentile winds) shows an increasing trend in all months, with the greatest increase occurring in 

October, showing 8% more extreme wind events in 2009 comparing to 1979.  The prevailing 

wind direction was northeast with a frequency of 40%-60% for most of the year.  The frequency 

for southwest and northwest winds was small (<20%) except for two anomalous areas along the 

Brooks Range in Alaska and the Chukotka Mountains in easternmost Russia where the frequency 

has increased to 35%-50% during the cold season months. 
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3.1 Introduction 

The Chukchi-Beaufort Seas and the adjacent continental region (Figure 2) is a prominent 

geographical feature, whish is largely covered by sea ice on a seasonal basis over the ocean and 

bounded by the Brooks Range in the south on land.  The complex orographic dynamics and 

seasonally changed surface conditions significantly complicate the mesoscale weather systems 

and the associated surface winds (Kozo 1979, 1980; Lynch et al. 2003, 2004).  In addition, 

substantial environmental changes have occurred in the Arctic over the past several decades, 

including an increased storm invasion (e.g., Zhang et al. 2004), a large fluctuation in the surface 

pressure pattern (e.g., Thompson and Wallace 1998; Overland et al. 2008; Zhang et al. 2008), a 

conspicuous warming of surface air and ocean water temperatures (e.g. ,Comiso 2006; Shimada 

et al. 2006), and a drastic retreat of sea ice (e.g., Comiso et al. 2008; Polyakov et al. 2012).  

These great changes and variability in the Arctic sea ice, atmosphere, and ocean will definitely 

further complicate the atmospheric circulation and associated wind field in the Chukchi-Beaufort 

Seas region.  Significant modeling and data analysis efforts have been inspired to better 

represent, understand, and predict these changes (e.g., Bromwich et al. 2009, 2010; Zhang and 

Zhang 2010; Cassano et al. 2011). 

 

Figure 2. Topography (m) of study domain. 
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Meanwhile ongoing oil development in the Chukchi-Beaufort Seas is always potentially 

accompanies by the threat of oil spills.  As the recent event in the Gulf of Mexico has 

unfortunately demonstrated, such spills have an extraordinary impact on the sensitive ecosystems 

in surrounding regions.  In the event of such a spill, timing is of the essence in directing 

mitigation, cleanup, and recovery efforts, and thus improving the prediction of oil spill transport 

is of great importance to all concerned.  As the surface wind field is the primary factor is driving 

upper ocean currents, and thus the dispersal of oil spills, understanding and accurately modeling 

the region’s surface winds is essential in assessing and enhancing the prediction of oil spill 

transport. 

 High wind events at Barrow along the northern coast of Alaska have been extensively 

studied by Lynch et al. (2003, 2004) and it is reported that the strong sustained winds of 25 ms-1 

occurred at Barrow, Alaska, on October 3-5 1963 and August 10-11 2000.  How often did the 

extreme wind events like this occur in the Chukchi-Beaufort Seas and the Alaska North Slope?  

What are the climatological features of the surface wind field in this area?  All of these have not 

been well documented, and are essential information for accurate oil spill transport assessment 

and modeling.  This study will describe the wind field climatology and analyze wind extremes 

for the Chukchi-Beaufort Seas and the Alaska North Slope region with a long-term reanalysis 

data.  The data we used for this study and analysis methodology are described is section 3.2.  

Section 3.3 compares the reanalysis winds with the in situ measurements for the study area.  

Then the wind speed and direction climatology are analyzed in sections 3.4 and 3.5.  Finally a 

summary of this study is given is section 3.6. 
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3.2 Data and Methodology 

The data we used for this study are the 3-hourly, 10-m surface winds and sea level 

pressure from North American Region Reanalysis (NARR; Mesinger et al. 2006) at ~32km 

resolution for the 31-yr period of 1979-2009.  First the monthly average, maximum, and 95th 

percentile wind speeds were calculated at each NARR grid point for the study area covering the 

Chukchi-Beaufort Seas, Alaskan North Slope, and the adjacent Brooks Range, as well as 

northwestern Yukon and easternmost Russia.  The monthly average wind speeds were calculated 

averaging all the 3-hourly NARR surface winds for each month for the 31-yr period.  The 

monthly maximum wind speeds were determined by selecting the maximum wind speed from 

the 3-hourly NARR winds for each month over the 31-yr period.  Sorting the 3-h NARR winds 

over the 31-year period from the lowest to highest for each month and then locating the 95th 

percentile values determined the monthly 95th percentile winds. 

 The trends of monthly average and 95th percentile wind speeds for the entire 31-yr period 

were also analyzed with linear regression coefficients, in which a positive value indicates an 

increase in wind speed and a negative value represents a decrease over the 31-yr period.  To 

investigate the variations of extreme wind events we define the extreme wind event as a wind 

speed greater than the monthly 95th percentile wind speed over the entire 31-yr period.  Then the 

occurrence frequency of the extreme win events expressed as a percentage is calculated over a 

time period.  The 31-yr domain averaged 3-hourly winds were calculated to represent the diurnal 

variation of wind speeds on each day of the month.  The calculations were broken into land-only 

and ocean-only areas so that the diurnal cycles between land and ocean winds can be compared. 

For the wind direction climatology, we first divided all the directions into quadrants 

between 0° and 90° representing the winds from the north-northeast (NNE), north-east (NE), and 
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east-northeast (ENE); 90°-180° from the east-southeast (ESE), southeast (SE), and south-

southeast (SSE); 180°-270° from the south-southwest (SSW), southwest (SW), and west-

southwest (WSW); and 270°-360° from the west-northwest (WNW), northwest (NW), and north-

northwest (NNW).  Then the monthly frequency of wind directions in each quadrant was 

calculated for each month for the 31-yr period. 

3.3 Comparison of NARR Surface Winds with Observation 

A comparison of the NARR reanalysis surface winds with the in-situ measurements was 

conducted.  A total of 194 surface stations data were collected from different data networks 

including the National Climate Data Center (NCDC; 103 stations), Remote Automated Weather 

Stations (RAWS; 32 stations), Water Environmental Research Center (WERC) at the University 

of Alaska Fairbanks (UAF; 28 stations), Bureau of Ocean Energy Management, Regulation, and 

Enforcement (BOEMRE; previously Minerals Management Service; 5 stations), the Atmospheric 

Radiation Measurement (ARM) network (2 stations), the National Data Buoy Center Coastal-

Marine Automated Network (C-MAN) program (2 stations), the industry well sites and coastal 

measurements, and some short-term offshore measurements by UAF and Shell company (22 

stations).  All of these collected data have been quality controlled with three quality control (QC) 

procedures (Shulski and You 2011).  These procedures check for instances of an observation 

falling outside of the normal range, consecutive values that have too large of a difference, and 

instances of too high or too low variability in the observations.  Criteria for the quality control 

were defined based on a stations’ climatology.   

The NARR reanalysis winds were interpolated to the locations of these stations for a 

direct comparison with the observational data.  The Taylor diagram (Taylor 2001) was first used 

for this evaluation analysis (Figure 3).  Standard deviation was calculated based on wind 
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persistence following Farrugia and Micallef (2006) and then normalized by the observed value.  

The correlation of wind direction was calculated following the method introduced by Crosby et 

al. (1993) in which the wind vector correlation was calculated with a formula in terms of the 

orthogonal components of two vectors.  The data were grouped into inland and coastal stations 

(Figure 3 top) and four seasons (March-May for spring, June-August for summer, September-

November for autumn, and December-February for winter) (Figure 3 bottom).  The coastal 

stations are those where measurements were taken offshore or onshore but within a distance of 

30 km from shoreline. 

 

Figure 3. Taylor diagram of wind speed (cross) and direction (dots) variances and correlations 

between (top) NARR reanalysis winds and station measurements for land (blue) and coast 

stations and (bottom) four seasons spring (green), summer (red), autumn (orange), and winter 

(blue). 
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The inland stations include those where measurements were taken onshore 30 km away from the 

shoreline.  In total ther4e are 59 coastal stations and 81 inland stations available in this 

comparison analysis when the data requirement is applied that the number of valid hourly 

measurements within each month be larger than 360 for the 30-yr study period. 

 The NARR reanalysis winds show a better correlation with the coastal observations.  The 

averaged correlation coefficients are 0.71 for direction and 0.66 for wind speed along the coast, 

and 0.57 for direction and 0.58 for wind speed inland (Figure 3 top).  The normalized standard 

deviations of the NARR wind direction are as high as 0.97 along the coast and 0.98 inland 

(Figure 3 top), suggesting that the variance pattern of NARR wind direction is very close to the 

observed one.  The variance of NARR wind sped is slightly off from the observed pattern.  The 

normalized standard deviations of the NARR wind speed are 0.88 inland and 0.85 along the 

coast. 

 In terms of the performance of NARR winds in each season, it is shown that the variance 

patterns of summer and autumn winds are closer to the observations than the winter and spring 

winds, especially for wind speed (Figure 3 bottom).  The correlation between the reanalysis and 

the observed winds does not vary very much across each season, although a better correlation 

occurs in autumn with correlation coefficients of 0.73 for wind speed and 0.63 or wind direction.  

Overall the NARR winds have a reasonable agreement with the in situ observations for the study 

area, especially over the coastal region, which can be further shown from geographical 

distribution of wind vector correlation between the NARR reanalysis and the observation (Figure 

4 top).  To have an estimate of the reanalysis error for the offshore area, all the collected offshore 

observations regardless of he length of the measurement period, at a total of 22 stations, were 
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also included in this analysis as shown by the cross in Figure 4 top.  The correlations are 

generally better alongshore and offshore than inland.  It is also noticeable hat the NARR winds 

have a relatively poor correlation with the observations at some stations.  The correlations for a 

total of 13 stations are smaller than 0.5; among them are 9 stations from WERC network.  When 

applying the QC procedures to all the collected observations, it has been found that the flagged 

number of questionable data is the highest in the WERC data (Shulski and You 2011).  More 

strict QC procedures can be applied to the observational data, but this can significantly limit the 

quantity of valid data (Shulski and You 2011).  The wind speed bias analysis (Figure 4 bottom) 

shows that the NARR reanalysis teds to have negative biases alongshore and offshore and 

positive biases inland.  The positive bias inland can be attributed to the coarse resolution in 

NARR. 

 

Figure 4. Wind vector correlation between (top) NARR reanalysis and station observations and 

(bottom) NARR wind speed bias (ms-1).  Dots represent onshore stations and crosses offshore 

stations.  The four seasons are represented as spring (green), summer (red), autumn (orange), and 

winter (blue). 
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3.4 Wind Speed Climatology, Changes, and Extremes 

3.4.1 Seasonal and diurnal variations.  Monthly average wind speeds in the study area 

demonstrate a clear seasonal cycle (Figure 5).  

 

Figure 5. Monthly mean wind speed (color; ms-1) and 50% sea ice concentration (purple curves) 

during 1979-2009. 

 

The minimum wind speeds occur in May and June at ~2.5 ms-1.  Then the wind speeds in the 

Chukchi Sea begin to increase steadily and reach 5-6 ms-1 in July; however, the winds in the 

Beaufort Sea do not change very much from May to July.  In August the maximum speeds in the 

Chukchi Sea basically keep the same as in July but 5-6 ms-1 isotachs cover a mush larger area.  

On the other hand, the winds in the Beaufort Sea begin to increase by about 1 ms-1 in August.  
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The wind speeds reach a maximum at the center of the Chukchi Sea.  Starting in November, the 

winds begin to decrease, becoming less than 4ms-1 in the Beaufort Sea and around 5ms-1 in the 

Chukchi Sea in December.  Overall the seasonal variation of wind speed in the Chukchi Sea is 

much stronger that in the Beaufort Sea.  The wind speed annual ranges are about 6 ms-1 in the 

Chukchi Sea and 3 ms-1 in the Beaufort Sea.  The wind speed in the North Slope has relatively 

small seasonal variation except that a greater wind of ~6 ms-1 occurs over the Brooks Range 

during the winter months.  When the monthly mean contours of 50% sea ice concentration 

(purple cures in Figure 5) are overlaid on the monthly wind speeds, they show a clear 

synchronized behavior between the poleward retreat of sea ice extent and poleward shit of the 

maximum winds. 

 The maximum and 95th percentile wind speeds over the 31-yr period were also analyzed 

for each month to investigate the seasonal extreme wind field features in the study area.  A 

similar seasonality as seen in the monthly average wind was found, with strong winds in fall and 

calm winds in spring (not shown).  The monthly maximum wind speeds over the 31-yr period for 

the entire study area are 8-11 ms-1 in May and 18-28 ms-1 in October.  The 95th percentile wind 

speeds are around 5-7 ms-1 in May and then increase to 9-11 ms-1 in July in the Chukchi Sea and 

show little change in the Beaufort Sea.  In September and October, the 95th percentile winds 

reach maximum values of 10-15 ms-1 over the study area. 

 To illustrate the systematic distribution of the entire domain winds, we also conducted a 

seasonal probability analysis for the 31-yr period (Figure 6).  The monthly probability 

distribution function (PDF) (Figure 6a) and cumulative distribution function (CDF) (Figure 6b) 

of the entire domain winds show that he chance of wind speeds between 2 and 5 ms-1 dominates 

the study area by about 60% (CDF 80% around 5 ms-1 minus CDF 20% around 2 ms-1).   
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Figure 6. Monthly (a) PDF and (b) cumulative density function (CDF) of domain winds during 

1979-2009. 

 

These 2-5 ms-1 wind speeds do occur the most for every month, but the probability during the 

early summer months (May and June) is greater than during the autumn months (September and 

October) by about 20% (CDF 90% in June minus CDF 70% in September around 5 ms-1).  The 

monthly probability of relatively strong winds (>5 ms-1) demonstrates a completely opposite 

distribution where the greater winds occur more frequently in autumn than the early summer.  

For instance, winds greater than 5 ms-1 occur in September and October with a frequency of 30% 

(CDF 100% around 12 ms-1 minus CDF 70% around 5 ms-1), but only about 10% (CDF 100% 

around 12 ms-1 minus CDF 90% around 5 ms-1) in May and June.  The seasonal variability of 

domain winds’ PDF and CDF is consistent with the seasonal wind speed climatology in the study 

area. 

 The 31-yr domain averaged 3-hourly winds on each day of the month show a clear 

diurnal cycle over land during the warm seasons (April-September) and over ocean during spring 

(mid-March-May) (Figure 7).   
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Figure 7. 31-yr domain averaged 3-hourly wind speed (ms-1) in each month over ocean (red) and 

land (blue). 

 

The diurnal cycle of the land winds, with the strongest variations in June and July, is obviously 

attributable to the strong diurnal solar radiation forcing and small land heat capacity, which gives 

rise to more stable conditions and low wind speeds around midnight and more unstable 

conditions and higher wind speeds around noon.  In winter the weak radiation forcing and the 

associated cold surface condition tend to create a very stable boundary layer; thus, the changes in 

surface wind speeds should be largely influenced by the weather system.  Note that the ocean in 

the study area is covered by sea ice seasonally.  The sea ice-covered Chukchi-Beaufort Seas have 

more continentality and thus a lower heat capacity compared to the open water.  As a result, the 

diurnal cycle of sea ice surface thermal properties are closer to that of the land rather than the 
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ocean; the sea ice surface winds show a diurnal variation during mid-March to May when the 

solar radiation forcing is getter greater day by day.  The diurnal signal is negligible in the open 

ocean surface winds due to a large water heat capacity. 

3.4.2 Long-Term trend.  Domain-averaged monthly mean and 95th percentile wind 

speeds were calculated for each month in each year.  A pronounced increasing trend (Figure 8) 

 

Figure 8. Domain averaged monthly (July-November) mean (blue) and 95th percentile (red) wind 

speeds from 1979-2009. 

 

 exists from July through November during the entire 31-yr period although the upward trend 

occurred throughout the year at a significance level of 95% through an F-test.  The largest 

increase for the monthly average and 95th percentile winds all occurs in October, in which the 

average winds increase from ~4.0 ms-1 in 1979 to ~5.5 ms-1 in 2009 and the 95th percentile winds 

from ~7 ms-1 in 1979 to ~10.5 ms-1 in 2009. 
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It has been well understood that the sea ice extent over the Chukchi-Beaufort Seas 

demonstrates a drastic decreasing trend and a large variance of variability (e.g., Comiso et al. 

2008).  Changes in sea ice and its associated upper ocean thermal and kinematic conditions (e.g., 

air temperature gradient and surface toughness) may alter the overlaying atmospheric circulation 

and weather to impacts winds.  This encourages us to investigate how sea ice and surface wind 

are related.  The correlation coefficients between the monthly mean sea ice extents and monthly 

mean wind speeds over the study area show a strong negative correlation during the months of 

July-December with a 95% confidence level as summarized in Table 1.  The correlation between 

sea ice extent and wind speed during January-June is much weaker and not significant. 

 

Table 1 

Correlation coefficients between monthly mean sea ice extents and monthly mean surface winds 

during July-December with 95% significant level. 

 

 

Monthly linear trend distributions were analyzed with the linear regression coefficients of 

monthly wind speeds at each grid point of the study area (Figure 9) and it is shown that the wind 

speeds in the Chukchi-Beaufort Seas generally have an increase trend from July through 

November over the entire 31-yr period.  The strongest increase, which is as high as 0.7 ms-

1decade-1, occurs in the northern Chukchi Sea and eastern Beaufort Sea.  However, a relatively 
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strong decreasing trend also exists around the southern Chukchi Sea region in September and 

along the Beaufort Coast in November.   

 

Figure 9. The monthly (July-November) wind speed linear trends (ms-1-year) distributions during 

1979-2009. 

 

That increasing trend in the northern Chukchi Sea concurs with decreasing trend in the 

southern Chukchi Sea seems to correspond with the poleward shift of northern Pacific storm 

track (Zhang et al. 2004), which deserves further investigation.  A comparison of decadal 

probability density function of the entire domain winds further provides an insight into how the 

wind spectra change during three decades of 1980-89, 1990-99, and 2000-09.  An obvious shift 

of wind speed PDF pattern occurs in the most recent decade especially during the autumn 

months: reduced density in calm winds (around 3 ms-1) and enhanced density in strong winds (>6 
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ms-1).  The PDF patterns between the first two decades of 1980-89 and 1990-99 are very close 

(Figure 10). 

 

Figure 10. The PDF of October winds during the three decades of 1980-89, 1990-99, and 2000-

09. 

 

We defined the frequency of extreme wind events as the occurrence of wind speeds 

greater than the 95th percentile winds for the study period.  In detail, the frequency is calculated 

as a percentage of the counting number of wind speeds greater that the 95th percentile winds 

divided by the total number of available data for a given period.  Once this is calculated at each 

grid point of the study domain, the domain-averaged frequency of extreme wind events is taken 

for each month in each year.  The increasing trend in the frequency of extreme wind events 

occurs almost every month (black lines in Figure 11), unlike the increasing trend in wind speeds, 

which mainly occurs from July through November (Figure 8).  A relatively large frequency 

increase (>5%) occurs in fall [September-November (SON)], when the sea ice extent in the study 
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area reaches a minimum and also shows the strongest decreasing trend during the 31-yr period 

(not shown).  Possibly the widely opened water provides energy to force more frequent extreme 

wind events.  With more open water there would be more sensible and latent heat fluxes release 

into the atmosphere from the ocean, which can further destabilize the atmosphere and enhance 

low-level baroclinicity (Businger and Baik 1991).  Synoptic weather systems and the associated 

surface winds can be further strengthened because of increased baroclinic instability in the 

atmosphere.  Again we see the greatest frequency increase in October, when we have 8% more 

extreme events in 2009 comparing to 1979. 

The strongest frequency increase of extreme wind events in October concurs with the 

strongest increase of wind speeds (both monthly mean and 95th percentile winds) in October 

(Figure 8).  It is noticeable that the frequency of extreme wind events is relatively high during 

most months of 2006 and 2007.  Thus a question arises naturally: How much of the increasing 

trend is due primarily to the high values of 2006 and 2007?   

 

Figure 11. The monthly frequency of extreme wind events from 1979 to 2009 and linear trends 

(all years in black, 2007 excluded in red, and 2006 and 2007 excluded in blue). 
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We conducted two more trend analyses, one (red line of Figure 11) excluding 2007 and the other 

(blue line of Figure 11) excluding both 2006 and 2007; that is, the frequency values for the 

excluded year were set to missing values and the trend was recalculated.  The increasing trend 

still exists during most months although the rate of increasing trends decreases.  The strongest 

increase still happens in October with more that 4% more extreme wind events in 2009 

comparing to 1979 when both 2006 and 2007 were excluded. 

We further investigated the frequency distribution of extreme wind events that occurred 

in the autumn months of September to November for three decades of 1980-89, 19909-99, and 

2000-09, which gives us some insight into how the frequency of the extreme wind events varies 

by decade and where the extreme win events are increasing or decreasing (Figure 12).   

 

Figure 12. The frequency distributions of extreme wind events in fall (SON) during the three 

decades of 1980-89, 1990-99, and 2000-09. 
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Over most study areas, the frequency was less than 2% over the northern Chukchi Sea and 

western Beaufort Sea during the first decade (1980-89), then increased to 4%-7% during the 

second decade (1990-99) and reached 10% and higher in the third decade (2000-09).  On the 

other hand, the frequency of extreme events over the southern Chukchi Sea, northern Bering 

Strait, and the North Slope does not change much from the first decade to the third decade.  

Obviously the distribution of frequency increase (Figure 12) is basically consistent with that of 

the long-term trend (Figure 9), suggesting that the increase of wind speed is accompanied by 

more frequent extreme wind events. 

3.5 Wind Direction Climatology and Mesoscale Structures 

3.5.1 Seasonal variation.  The monthly frequency of wind directions in four quadrants of 

northeast (0°-90°), southeast (90°-180°), southwest (180°-270°), and northwest (270°-360°) 

during the entire 31-yr period depicts a seasonal variation.  The northeast quadrant (NEQ) 

represents winds approximately from the NNE, NE, and ENE; the southeast quadrant (SEQ) 

from the ESE, SE, and SSE; the southwest quadrant (SWQ) from the SSW, SW, and WSW; and 

the northwest quadrant (NWQ) from the WNW, NW, and NNW.  The prevailing wind direction 

in the Chukchi-Beaufort Seas and the North Slope is from the NEQ with a frequency around 

40%-60% during most of the year (Figure 13), although the area under the NEQ winds is much 

greater during the cold season months (October-May).  The frequency of 60% or higher of the 

NEQ winds are mainly controlled by the Beaufort high located in the area almost year round, 

although with the greatest strength in March and least in August (Figure 14) 
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Figure 13. Monthly frequency of northeast winds during 1979-2009. 

 

Starting in June, the areal extent of NEQ winds quickly shrinks to the coast region and 

the frequency begins to decrease in July and reaches minima in August.  From October, the areal 

extent of NEQ winds begins to expand again.  The seasonality in the frequency and areal extent 

of NEQ winds are consistent with the temporal evolution of the Beaufort high as described by 

Overland (2009).  The 30-yr monthly mean sea level pressure with the NARR reanalysis over the 

study area (Figure 14) demonstrates that the Beaufort high reaches its peak strength in spring 

with a center located over the northern Chukchi Sea.   
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Figure 14. Monthly mean sea level pressure during 1979-2009. 

 

Then the Beaufort high weakens through the summer months and moves eastward to the eastern 

Beaufort Sea.  During the winter months, the Beaufort high begins to intensify and moves 

westward.  On the other hand, it should be also noticed that the low system Aleutian low over the 

southern study area also displays a clear seasonal variability, peak in fall and flat is spring. 

The frequency of wind directions from the other three quadrants (SEQ, SWQ, and NWQ) 

in the Chukchi-Beaufort Seas and North Slope is relatively low except for some areas 

characterized by mesoscale features, which will be discussed in section 3.5.2.  For the whole 
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year the frequency of SEQ wind is around 10%-20% with little seasonal variation (not shown).  

The NWQ winds mainly occur over the northeast corner of the study domain (the Canadian 

Arctic Archipelago) during the cold season months (November-March) with a frequency around 

30%-50%, due to the presence of the Beaufort high to the west of the Canadian Arctic 

Archipelago.  The frequency of SWQ wind is less than 20% during most of the year except June 

through September, when an area with enhanced frequency (30%-40%) occurs to the north of the 

Chukchi-Beaufort Seas.  The weakening of the Beaufort high during these months results in less 

NEQ winds, and then more SWQ winds occur due to the low system from the south (Figure 14).  

Similarly, the frequency of wind direction for the extreme winds (wind speeds at or above the 

95th percentile wind speed) in each quadrant was also calculated (not shown).  The persistence of 

the NEQ winds is also seen in the extreme wind events.  Overall more than 60% of the frequency 

of extreme winds is from the NEQ direction for most of the study domain except for the eastern 

domain, where the highest frequency (>40%) of extreme winds is from the NWQ direction. 

 Similarly to the wind speed trend analysis, the frequency of wind directions from each 

quadrant (NEQ, SEQ, SWQ, and NWQ) was calculated and averaged for the entire study domain 

in each year and the linear trend was analyzed (Figure 15).  A noticeable decreasing trend is seen 

in the NEQ winds and increasing trend in the SEQ winds.  The trends in the NWQ and SWQ 

winds are flat.  The strongest decreasing trend in the NEQ winds (~10% less in 2009 compared 

to 1979) occurs in January and November.  A relatively strong increasing trend in the SEQ winds 

occurs in spring and fall.  In particular, there are ~5% more SEQ winds in 2009 compared to 

1979 during April and ~8% more during September.  The frequency change of wind direction is 

probably the result of synoptic weather system changes, including strength and location 

movement, which is worth further investigation. 
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Figure 15. Monthly frequency of wind directions in each quadrant of NEQ, SEQ, SWQ, and 

NWQ and the linear trends during 1979-2009. 

 

3.5.2 Mesoscale features.  The study area features the Brooks Range in Alaska and the 

Chukotka Mountains is easternmost Russia.  The mountain dynamic modification of airflow 

could leave significant mesoscale fingerprints in the mountainous wind field.  The Froude 

number is a dimensionless number defined to describe the flow pattern over an obstacle (such as 

a mountain barrier) and calculated as the ratio kinetic energy (proportional to squared wind 

speed) to potential energy (proportional to stability times mountain height).  Thus, a Froude 

number smaller than the unit implies that the airflow is blocked from flowing over a mountain 

range because of either too high mountain elevation or too stable air.  The Arctic airflow in our 
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study domain is usually very stable, especially during the cold season months.  When the stably 

stratified airflow approaches toward a mountain barrier, the Froude number of the airflow is 

relatively small, which suggests that the flow cannot go over the mountain and will be blocked.  

Then the airflow on the windward slope will slow down, and the original balance between 

synoptic pressure gradient force (PGF) and the decreased Coriolis force (due to decreased win 

flow) will be upset.  As a result a mountain barrier flow is generated to the low pressure of the 

synoptic system due to relatively large synoptic PGF.  The flow is parallel to the longitude axis 

of mountain and the Coriolis force then acts on it to generate a component directed toward the 

mountain.  However, the flow cannot easily surmount the mountain and eventually a region of 

mesoscale ridging against the mountain slope becomes established, and then the tendency for the 

Corialis force to turn the flow toward the mountains will be balanced by the localized mesoscale 

pressure gradient force (Bell and Bosart 1988; O’Conner et al. 1994; Harden et al. 2011).  Thus 

as Bell and Bosart (1988) discussed, mountain barrier flow is a topographically induced, 

mesoscale form of geostophic balance, but not in qeostrophic balance with the synoptic-scale 

pressure gradient field. 

As discussed in section 3.5.1, the dominant winds in the study area are from NEQ, 

especially during the cold season months.  When the stably stratified NEQ winds, particularly the 

NNE winds, approach the Brooks Range, the wind component perpendicular to the east-

northeast- to west-oriented mountain range is deflected and an SWQ mountain barrier wind will 

be set up.  A similarly mountain barrier effect occurs along the Chukotka Mountains: when the 

stable NEQ winds approach to the northwest- to southeast-oriented Chukotka Mountains, a 

NWQ mountain barrier wind is formed.  This cyclonic deflection of wind direction along the 

other mountain ranges has also bee extensively investigated (e.g., Parish 1983; O’Conner et al. 
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1994).  The mountain barriers winds are well depicted in the occurrence frequency of the SWQ 

and NWQ wind during the entire cold season months (October-May) (Figure 16).   

 

Figure 16.  Frequency of (top) southwest and (bottom) northwest winds during the cold months 

(October-May) of 1979-2009. 

 

Over the whole study area, the frequency of SWQ and NWQ winds is relatively small (<20%) 

excepts for two anomalous areas along the Brooks Range and Chukotka Mountains, where the 

occurrence frequency around 35%-50% occurs for the SWQ and NWQ winds, respectively.  It is 

obvious that the frequency and area of SWQ winds along the Brooks Range are much smaller 

that for the NWQ winds along the Chukotka Mountains, which is due to the orientation of these 

two mountain systems and the prevailing wind directions.  Because of the orientation of the 

mountain systems, only the NNE winds can be potentially deflected by the Brooks Range, and 

the NNE, NE, and ENE winds can all be potentially deflected by the Chukotka Mountains. 

 Not only do the wind speeds have a diurnal cycle as shown in Figure 7, the wind 

directions also demonstrate a diurnal variation due to the mesoscale sea breeze and mountain 

valley breeze effects during the warm seasons whenever the land surface is snow free.  Figure 17  
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Figure 17.  Long-term mean wind vector differences from 0300 LT at (top) 0900, (middle) 1500, 

and (bottom) 2100 LT in July of 1979-2009.  Colors represent topography as in Figure 2. 

 

depicts these mesoscsle breezes with the differences of long-term averaged wind fields between 

the warmer hours [0900, 1500, and 2100 local time (LT)] and the early morning hour hour of 

0300 LT for July.  Mountain valley breeze along the Brooks Range starts as early as 0900 LT 

because of the polar day phenomena (24 h of daylight) in the study area (Figure 17 top).  As the 

land surface and mountain slope continue to warm because of stronger solar radiation, the valley 

breezes are further enhanced and a well-developed sea breeze is also present along the coast at 

1500 LT (Figure 17 middle).  It should be emphasized that whenever a cross-shore wind begins 

to blow from the north due to the land-sea (ice) thermal contrast, the relatively large Coriolis 

effect at the high latitudes will generate an east wind component.  The stronger the cross-shore 

wind, the greater the east wind component.  As a result, northeast sea breezes are present along 
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the coast.  Because of the polar day phenomena, the sea breeze can continue to the late evening 

at 2100 LT (Figure 17 bottom). 

3.6 Summary 

 The wind field climatology for the Chukchi-Beaufort Seas and Alaska North Slope 

regions was analyzed with the 3-hourly North American Regional Reanalysis (NARR) for the 

period of 1979-2009.  The result indicates that the wind speeds in the study area have a clear 

seasonal variability.  The relatively calm seasons are in spring and early summer.  Wind speeds 

over the Chukchi-Beaufort Seas gradually increase while the sea ice retreats back to the Arctic 

from summer to autumn.  The strength of winds over the Chukchi-Beaufort Seas reaches to the 

maxima of 6-9 ms-1 for monthly average winds and 10-15 ms-1 for monthly 95th percentile winds 

in autumn (September-October).  Wind speeds over land show a much weaker seasonality.  The 

seasonal amplitude of wind speed over the Chukchi Sea wind is around 6 ms-1, which is double 

of the amplitude (3 ms-1) over the Beaufort Sea.  The analysis of monthly probability density 

function (PDF) of the entire domain winds shows a consistent seasonality of more calm winds in 

spring and greater frequency of strong winds in autumn. 

 A diurnal variability of wind speed exists over land and sea ice-covered areas during the 

warm seasons.  The warm season’s strong diurnal solar radiation forcing plus relatively small 

heat capacity over land and sea ice contribute to the diurnal variations.  Once the sea ice retreats 

significantly, the large water heat capacity dampens the diurnal fluctuation of winds over the 

open water.  The diurnal cycle over the land areas lasts for six months from April to September 

with the maximum cycle amplitude in June and July.  The diurnal cycle over sea ice lasts only 

2.5 months from mid-March to May. 
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 The 31-yr surface wind speed displays an increasing trend for both monthly mean and 

95th percentile wind speeds from July through November.  The strongest increase of monthly 

extreme winds (i.e., the 95th percentile wind speeds) occurs in October from 7 ms-1 in 2009.  The 

frequency of extreme wind events (i.e., occurrence of wind speeds above the 95th percentile 

winds) also shows an increasing trend and the greatest frequency increase in October again, 8% 

more extreme win events in 2009 than in 1979.  Apparently the study area has a phenomenon of 

the “October Gale,” with the greatest wind, the highest frequency of strong wind occurring in 

October.  The northern study area is controlled by the Beaufort high during most of the year and 

the strength of the Beaufort high varies with season (Figure 14).  On the other hand, the southern 

part of the study area is under the influence of the Aleutian low, which also displays a seasonal 

variability (Figure 14).  In October, the Beaufort high begins to strengthen as well as the 

Aleutian low (Figure 14).  These pressure patterns set up a strong pressure gradient over the 

study area and as a result the October Gale occurs.  The significant retreat of sea ice in the study 

area during the most recent decade (e.g., Comiso et al. 2008; Polyakov et al. 2012) most likely 

contributes to the strong increasing trend in both wind speeds and frequency of extreme wind 

events.  The wind direction climatology shows that the prevailing wind in the study area is from 

northeast with a frequency 40%-60% for most months, which is attributed to the dominant 

Beaufort high.  Because of seasonal variations in the position and strength of the Beaufort high, 

the areal extent of the NE wind changes.  The frequency of southwest and northwest winds is 

low (<20%) excepts for two anomalous areas along the Brooks Range in Alaska and the 

Chukotka Mountains in easternmost Russia where the frequency increases to 35%-50% during 

the cold season months.  The extremely stable airflow plus the mountain barrier effect causes 

these mesoscale features in the wind direction climatology.  During the warm seasons whenever 
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the land surface is now free, the mesoscale see/valley breezes develop along the coast and 

mountain range, impacting the area’s wind field feature on a diurnal basis.  The frequency 

analysis of wind directions from each Quadrant (NEQ, SEQ, SWQ, NWQ) shows a decreasing 

trend in the NEQ winds and an increasing trend in the SEQ winds, indicating that the synoptic 

weather systems in the study area are changing, including the strength and location movements. 
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CHAPTER 4 

Surface Wind Field Climatology and Changes in CBHAR and Comparisons with ERA-I 

Abstract 

An intercomparison of the surface wind field climatology and changes in the Chukchi-Beaufort 

Seas High-Resolution Atmospheric Reanalysis (CBHAR) and the ERA-Interim (ERA-I) is 

conducted for the period of 1979-2009.  Results show that the highest wind speeds (both mean 

and 95th percentile) occur in the Chukchi Sea in November for both datasets.  ERA-I shows 

higher 95th percentile winds than CBHAR, especially over ocean and sea ice points.  The 

CBHAR clearly captures more detailed and stronger mesoscale features than the ERA-I, 

especially over land and complex topography, notably the anomalous northwest winds in the 

Mackenzie River valley and delta.  There is also a major difference in the wind speeds over the 

coastlines, mainly due to the 10km grid spacing of the CHBAR vs. the much courser ERA-I.  

Both datasets capture: 
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However the ERA-I linear trends also capture higher extreme wind speeds consistent with 

the monthly areal plots. 
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4.1 Introduction 

In this chapter, the surface winds and associated parameters in the CBHAR and ERA-I 

datasets will be compared in term of their long-term (1979-2009) climatology, interannual 

variability, changes, and extremes.  There will also be a discussion of these two datasets’s 

comparison to observations, station data, and QuikSCAT ocean surface winds.  Since the 

CBHAR is much finer in grid spacing (10km vs. 0.75° lat/lon) and 24 times daily data vs. 4 

times daily.  This comparison helps to understand how the high resolution CBHAR performs 

differently from the global reanalysis ERA-I.  

  There is an imperative need to conduct this analysis for various applications, due to 

rapid environment changes and a lack of credible surface climate information in the study area. 

The CBHAR data enable us to carry out this analysis because its high resolution and well-

captured regional physics, which can resolve finer scale processes caused by complex 

topography (i.e. the Brooks Range), variable sea ice and ocean properties, and their interactions. 

This regional analysis will add significant information to the understanding of the Arctic climate 

as a whole. Surface climatology of 2-m temperature, 10-m wind field, SST, and sea ice 

concentration/extent are analyzed.  

4.2 Analysis Approach 

A detailed climatology of the surface winds in CBHAR was analyzed, including 

construction of a long-term climatology and analysis of the linear trends in the surface wind 

speeds. Wind direction climatology was also analyzed. The monthly-average wind speeds were 

calculated by averaging over all output times for each month of the 31-year period. The monthly 

maximum wind speeds were determined by selecting the maximum wind speed for each month 
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over the 31-year period.  The percentile wind speeds are calculated as discussed in the chapter 

2.2 Methodology section. 

The trends of monthly-average and 95th percentile wind speeds for the entire 31-year 

period were also analyzed with a linear regression approach, in which a positive value indicates 

an increase in wind speed and a negative value represents a decrease over the 31-year period. To 

investigate the variations of extreme wind events, defined as occurrences of wind speed greater 

than the monthly 95th percentile wind as calculated over the entire 31-year period, their 

frequency, expressed as a percentage, was calculated over a specified time period. For the wind 

direction climatology, the directions were first grouped into quadrants, and the monthly 

frequency of wind directions in each quadrant then calculated for each month over the 31-year 

period. 

4.3 Surface Wind Speed Climatology in CBHAR and ERA-I   

This section will compare the surface wind speeds (both average and 95th percentile) of 

the CBHAR dataset and the ERA-Interim dataset and both will be discussed and compared to the 

NARR results presented in chapter 3.  There will also detailed discussion of the mesoscale 

features present, especially in the CBHAR dataset, which has 10km grid spacing vs. the 0.75° 

grid spacing of the ERA-I dataset. 

To begin with, the monthly mean SLP over the study area from 1979-2009 is presented in 

Figure 18.  The dominant weather features that affect the study area are the Beaufort High in the 

north and the Aleutian Low to the south with a clear seasonal variation shown with both of these 

systems.  The Beaufort High reaches its peak in March at ~ 1024 hPa and is centered north of 

Barrow.  By June, the Beaufort High weakens to ~1015 hPa and moves to the east, becoming 

centered in the middle of the Beaufort Sea.  From July – September, the Beaufort High weakens 
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further, reaching a minimum central SLP of ~1010 hPa to 1012 hPa.  The High strengthens again 

from October to December and begins to move back to the north of Barrow with pressures 

between 1017 hPa to ~1021 hPa.  The Aleutian low impacts the study area in the south starting 

in September, reaching its peak strength in November and then weakening.  Overall, the CBHAR 

successfully captures the climatological seasonal evolution of the synoptic-scale Beaufort high. 

This climatological evolution matches that previously documented using NARR reanalysis data, 

in which the same evolutionary trajectory was found (Stegall and Zhang, 2012). 

 

Figure 18. Climatological monthly mean sea level pressure (SLP) in hPa from 1979-2009 in 

CBHAR. 

 

Before a detailed comparison of CBHAR and ERA-I surface winds, a short discussion is 

given of how CBHAR and ERA-I compare to observations (station data and satellite retrievals).  

From chapter 2, a total of 262 station data were collected for the study area.  From Zhang et al., 
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(2013), the surface wind speed errors (measures by root mean square error (RMSE)) of CBHAR 

is smaller than ERA-I for all months of the year from 1979-2009 when verified with the 

observations.  Also when each dataset is compared to station data, both coastal and inland 

stations, the CBHAR produces smaller RMSE.  Both datasets were also compared with the 

QuikSCAT ocean surface winds.  The results from Zhang et al. (2013) show that the CBHAR 

compared better than the ERA-I for the entire 31-year time period.   

The long-term climatology of the surface wind from 1979–2009 includes analysis of the 

average wind speed, 95th-percentile wind speed, and wind direction. Figure 19 shows the 31-year 

average wind speed for each month of the year. Generally, the high climatological wind speeds 

are distributed from the Bering Strait to the shelf area of the Chukchi and Beaufort Seas, with the 

maximum monthly average wind speed occurring over the Bering Strait. The wind speed exhibits 

an obvious seasonality, with higher speeds in fall (SON) and winter (DJF) and lower values in 

summer (JJA).  

 

Figure 19. Climatological monthly mean wind speed (ms-1) for 1979–2009 in CBHAR. 
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The highest wind speeds occur in November, reaching up to ~6 m s-1 over the Beaufort Sea and 

~9 m s-1 over the Chukchi Sea, while the lowest wind speeds appear in June. Completing a 

parallel analysis using NARR (chapter 3, Stegall and Zhang, 2012), shows CBHAR has a 

consistent seasonality of surface wind speeds. However, the NARR winds show October to be 

the maximum wind speed month. When comparing with in-situ observations within the study 

domain, CBHAR presents a better estimate of the time of the maximum wind speed occurrence 

(Zhang et al. 2013).   

When compared to NARR (chapter 3, Stegall and Zhang, 2012) the CBHAR wind speeds 

are consistently greater than NARR.  From December through April, the CBHAR winds in 

Beaufort Sea are ~4 ms-1 to 6ms-1 where as the NARR wind speeds are below 4 ms-1.  During 

these same months the CBHAR winds in the Chukchi Sea are  ~6 ms-1 to 9 ms-1, while the wind 

speeds in NARR are between 4 ms-1 to ~6 ms-1.  For May through August the CBHAR wind 

speeds in the Chukchi Sea are ~4 ms-1 to 6ms-1, while NARR shows speeds below 4 ms-1, except 

for in July and August when the speeds increase up to 6 ms-1 in the Chukchi Sea.  For 

September through November, NARR has wind speeds increasing up to ~9 ms-1 in the Chukchi 

Sea in October, While CBHAR has wind speeds increasing up to ~9ms-1 in November in the 

Chukchi Sea.  The Beaufort Sea during these same months in NARR are mainly ~5 ms-1 or 

below, while for CBHAR the Beaufort Sea winds are ~6 m-1 or 6.5 ms-1 or below.  According to 

Stegall and Zhang, (2012), NARR tends to underestimate surface winds along the coastal area.  

CBHAR indeed better captures the reality, mainly due to the usage of ERA-Interim as the 

forcing its generation. The ERA-Interim is considered a relatively better reanalysis in capturing 
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Arctic Climate.  Figure 20 shows the ERA-Interim monthly average wind speeds and the speeds 

are also consistently greater than the NARR winds. 

 

Figure 20. Climatological monthly mean wind speed (ms-1) from 1979-2009 in ERA-Interim. 

 

In comparison to ERA-I, CBHAR exhibits similar regional-scale seasonality in the 

surface wind field, with the added benefit that CBHAR is able to capture many high-resolution 

features and processes not present in the ERA-I (Figure 19).  Monthly average surface wind 

speeds in ERA-I demonstrate the similar seasonality as in CBHAR. This is not unexpected, as 

ERA-I was used to drive the production of CBHAR. Wind speed patterns over the ocean 

compare favorably between ERA-I and CBHAR, though it is quite clear that CBHAR better 

captures topographically influenced wind features than does ERA-Interim. For example, during 

the autumn and winter seasons, higher wind speeds (~6 m s-1) exist over the mountain ranges, 
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such as the Brooks Range and Chukotka Mountains in CBHAR. This is a signature of drainage 

and/or mountain downslope winds, features that are not present in the ERA-I data (Figure 20). 

Another difference between the two reanalyses is that ERA-I has consistently higher wind speeds 

over the coasts, with differences of about 2 m s-1.  Also the CBHAR data captures relatively high 

wind speeds over the Mackenzie River Delta and River Valley mainly from October through 

May, which is not present at all in the ERA-I data.  This difference is most likely primarily due 

to the much coarser grid spacing present in ERA-Interim than in CBHAR.   

An analysis of the 95th percentile wind speeds in CBHAR, given in Figure 21,  

 

Figure 21.  Monthly 95th percentile wind speeds (ms-1) from 1979-2009 in CBHAR. 
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shows that relatively strong winds occur in the fall and winter (September through March), with 

the strongest in November. A similar geographic pattern and seasonal cycle are seen in the 95th-

percentile winds as in the climatological means (Figure 19 vs. Figure 20). The strongest winds 

occur primarily over the Chukchi Sea with speeds of ~14–15 m s-1. Wind speeds of ~12–13 m s-1 

can be seen in October over the Beaufort Sea, and primarily along the Alaska coast.   

For comparison, Figure 22 shows the 95th percentile wind speeds using in ERA-I.   

 

Figure 22. Monthly 95th percentile wind speeds (ms-1) from 1979-2009 using ERA-I. 

 

A very similar seasonality is present as that seen in CBHAR. A very evident difference between 

the two, however, is that the 95th-percentile winds in ERA-I are noticeably higher than those of 

CBHAR, particularly over the ocean, with a difference of around 2 m s-1. The biggest difference 

is in November, where most of the offshore areas have wind speeds of ~13 m s-1 to above 15 m s-

1 in ERA-I. In CBHAR, however, wind speeds of 13-15 ms-1 are primarily limited to the Chukchi 
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and Bering Seas.  Similar to the average wind speed, the CBHAR 95th percentile winds capture 

the relatively stronger wind speeds in the Mackenzie River Delta/Valley whereas the ERA-I does 

not capture this feature. As with the average wind speeds, CBHAR captures the drainage and 

mountain downslope winds during the autumn and winter months that are lacking in the larger-

scale reanalysis, ERA-I.   

To further understand the frequency of different wind speeds over the study domain, a 

probability density function (PDF) analysis was conducted for each month of the year in 

CBHAR (Figure 23).  

 

Figure 23. Probability Density Functions (PDFs) of the climatological monthly surface wind 

speed in CBHAR. 

 

It was found that the peak frequency of any individual speed occurs in June and July for a wind 

speed of around 4 m s-1. For most of the months, the highest frequency occurs for wind speeds 

ranging between 4–6 m s-1. The frequency of wind speeds greater than 9 m s-1 increases in 

October and November. Figure 24 shows PDFs of the surface wind speeds over the entire year 
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and throughout the full 31-year time period for both CBHAR and ERA-I. CBHAR exhibits a 

peak frequency at ~3.5 m s-1, while the most frequent speed in ERA-I is ~2 m s-1. However, the 

higher wind speeds of ~7–13 m s-1 exhibit greater frequency in ERA-I, which is consistent with 

the findings that ERA-I tends to be greater than the CBHAR winds. 

 

Figure 24. PDFs of surface wind speed for ERA-Interim (Blue) and CBHAR (red). 

 

It is also relevant to investigate possible diurnal signatures in the wind speed. In this 

analysis, the wind speeds are divided into those over land and ocean points. This allows an 

analysis to be done to identify at which times of year diurnal signatures occur over the ocean as 

well as land. Figure 45 (appendix A) shows the hourly CBHAR wind speeds averaged over the 
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study region for the 31-year period, separated into those over ocean (blue) and land (red). From 

late March through May, a clear diurnal signature exists over the ocean. This feature is 

significantly less pronounced, though still present, through mid-September, before disappearing 

for the remainder of the year. Over land, the diurnal signature begins in April and is clear until 

about mid-October. This diurnal signature agrees well with that seen by Stegall and Zhang 

(2012). However, the ocean wind speeds are much higher than the NARR wind speeds they 

observed.  This agrees with the discussion of the differential wind speeds between CBHAR and 

NARR given above. Another reason for this discrepancy in the domain-averaged speeds is that 

the study region used by Stegall and Zhang (2012) extended from the Bering Strait north to about 

76°N. The CBHAR domain, on the other hand, extends farther north, but more importantly it 

also includes most of the Bering Sea and a small piece of the North Pacific Ocean, which include 

some of the highest average wind speeds in the study area (Figure 19 and Figure 21).  In 

addition, the CBHAR ocean wind speeds are much higher than those over land, whereas Stegall 

and Zhang (2012) found that in NARR, the ocean and land wind speeds were much more similar. 

This difference between CBHAR and NARR might be due to the treatment of sea ice in the 

NARR model vs. that in CBHAR. Also, as the wind speeds in the Bering Sea/Pacific Ocean are 

some of the highest in the region, when they are included in the averages shown in Figure 45 (in 

appendix A), the ocean wind speeds are increased relative to those over land. Figure 46 (in 

appendix A), similarly shows the 31-year 6-hourly average wind speeds in ERA-I. As with 

CBHAR, the ocean wind speeds are significantly higher than those over land. However, during 

the months of March through May the diurnal variability is weaker than in CBHAR, most likely 

due in part to the effect of only having data four times per day vs. the hourly data available in 

CBHAR, causing ERA-I to miss the diurnal maxima and minima.   
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4.4 Surface Wind Direction Climatology in CBHAR and ERA-I 

To investigate the wind direction climatology, directions were first divided into 

quadrants, with 0–90° representing winds from the northeast (NE), 90–180° from the southeast 

(SE), 180–270° from the southwest (SW), and 270–360° from the northwest (NW). The monthly 

frequency of wind directions in each quadrant was then calculated for each month over the entire 

31-year period. Figure 25 and Figure 26 highlights the monthly frequency of the NE winds in 

CBHAR and ERA-I respectively.  

 

Figure 25. Monthly frequency (%) of northeast winds in CBHAR. 

 

Northeast winds clearly prevail for most of the year within the study area, a result of the 

dominant influence of the Beaufort High. In the months of June to August, the frequency of the 

northeast wind direction decreases, primarily due to a weakening of the Beaufort High during 

summer. The frequency of northeast wind in ERA-I (Figure 26) is similar to that in CBHAR, 

including its seasonality. However, similar to what has been seen in the wind speed climatology, 
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ERA-I does not capture the topographic features nearly as well as CBHAR. The differences in 

the NE wind frequency over the Brooks Range and eastern Siberia are most likely the result of 

mesoscale circulations, such as mountain/valley breezes and the mountain barrier effect.  

 

Figure 26. Monthly frequency (%) of northeast winds in ERA-I. 

 

Although the northeast wind dominates the study area, wind from other directions can 

also be influential. Thus, southwest and northwest winds, averaged over the cold season 

including the months of January–May and October–December, were also analyzed (Figure 27).  
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Figure 27. Southwest and northwest winds in CBHAR (a and b), and Southwest (SW) and 

northwest (NW) winds in ERA-Interim (c and d), averaged over the cold months January–May 

and October–December expressed as a percent (%). 

 

This analysis reveals the presence of a high percentage of southwest and northwest winds, 

particularly along the Brooks Range in Alaska and along the Chukotka Mountains in eastern 

Siberia. Some of the anomalous southwest winds along the Brooks Range, particularly those 

around its eastern end near Canada, could be the result of cold-air damming against the mountain 

barrier. However, the southwest winds near the ridgeline of the Brooks Range and along its 

western section could represent mountain downslope winds that flow from the top of the range 
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toward the Arctic Slope. In a similar way, the southwest winds present on the northern slope of 

the Chukotka Mountains are also most likely due to the mountain downslope winds.  The 

anomalous northwest winds along the Chukotka Mountains are the result of the mountain barrier 

effect. 

A high frequency of northwest winds also occurs in the region around the Mackenzie 

River, including the Mackenzie Delta, in the northern Yukon. Small et al. (2011) also observed 

anomalous NW winds in this region. They conclude that these could be the result of NW surface 

winds overlain with NW 925 hPa geostrophic winds, and observed a strong correlation of surface 

winds with those from 1000 to 850 hPa, as well as a tendency towards lower stability, suggesting 

the mixing of momentum throughout the lower atmospheric column (1000 to 850 hPa). They 

also link this feature to synoptic SLP patterns, such as an anomalously strong high-pressure ridge 

over eastern Siberia and the Bering Sea, contributing to a pressure rise over the Brooks Range 

and cold-air damming that results in an alteration of the pressure gradient along the coast. The 

ERA-I data shown in Figure 27 c,d also captures the anomalous features seen in CBHAR. 

However, the frequency (percentage) of these features is lower by about 10%. In addition, the 

detailed mesoscale features seen over the mountains in CBHAR are not present in ERA-I. Over 

the Mackenzie River valley and delta, the anomalous winds are present, but lower in frequency 

(25–30% vs. 35–45%) and much less prominent. 

4.5 Variability and Changes in Surface Winds 

Based on the results of the above climatological analysis, the interannual variability and 

long-term changes in the CBHAR monthly surface wind speeds were further examined, with a 

simultaneous comparison made to ERA-Interim. Direct comparisons of monthly mean and 95th-

percentile wind speeds between CBHAR and ERA-I are shown in (Figure 47 Appendix A) and 
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95th percentile wind speeds  (Figure 48 in Appendix A), respectively.  Both figures show that the 

trends in CBHAR and ERA-I are nearly the same, which is likely due to the CBHAR having 

larger winds (both mean and 95th percentile) over land and ERA-I having larger winds over 

ocean.  Thus when analyzed over the whole domain, the two will balance out as in Figure 47. 

Again, ERA-I wind speeds, particularly the 95th-percentile winds, are slightly higher than those 

in CBHAR, which is consistent with the findings in Section 4.3.  The trends in CBHAR and 

ERA-I are nearly the same and only the trend in October is significant at the 95% level using the 

t-test. Notable increasing trends of 0.27 m s-1 decade-1 and 0.26 m s-1 decade-1 exist for the 

October 95th-percentile winds in CBHAR and ERA-I, respectively.  

Given their completely distinct geographic features, this interannual variability analysis 

was also performed over ocean and land areas separately, as shown for CBHAR in Figure 49  

(Appendix A).  Generally, ocean surface wind speeds are larger than those on land due to the 

lower surface friction typically present over water surfaces. According to the time series shown 

in Figure 49, both ocean and land surface wind speeds exhibit interannual variability throughout 

the year, with the amplitude varying from month to month. Superimposed on this interannual 

variability lie varying rates of upward and downward trends. However, only the trends in August 

and October over the ocean, and September and November over land are significant at the 95% 

level using the t-test. A pronounced increasing trend of 0.26 m s-1 decade-1 exists over the ocean 

in October. 

The interannual variability of extreme surface wind speeds was also examined separately 

over ocean and land areas for CBHAR as shown in Figure 50, exhibiting very similar features to 

those of the monthly mean winds, except for an obviously larger wind speed. A stronger 

increasing trend of 0.48 m s-1 decade-1 occurs in the extreme surface wind speed over the ocean 
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in October. For comparison Figure 49 and Figure 50 also show the wind speed trends over land 

and ocean for the ERA-I data also. The trends are very similar to those in CBHAR, although the 

95th-percentile wind speeds are higher, especially in November. Figure 51 displays the frequency 

of extreme winds, defined as the percentage of winds occurring above the 95th-percentile wind 

speeds for both CBHAR and ERA-I. Both datasets show very similar results. Clearly, the trends 

in Figure 51 are similar to the trends seen in the previous figures, with October showing the 

largest overall increasing trend. This agrees with the findings of chapter 3 and Stegall and Zhang, 

(2012), except that they found a positive trend in September as well as October in the NARR 

reanalysis.   

 

Figure 28. Frequency of monthly mean surface wind directions, grouped by quadrant, from 

1979–2009 in CBHAR in blue and ERA-I in red. 
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This analysis was extended to include wind direction by computing the frequency of 

winds (Both CBHAR and ERA-I) originating from each quadrant and evaluating their 

interannual variability and long-term changes (Figure 28).  The frequency of the wind from the 

northeast, northwest, and southwest directions exhibits year-to-year fluctuations, with just a 

slight decreasing trend. However, the frequency of the wind from the southeast has experienced a 

marked increase over time. Determining the reason for this increase requires further investigation 

into the impact of weather systems on wind direction in the region.  The trends for the two data 

are very similar, except for the northeast where CBHAR is a bit higher and in the southwest 

where the CBHAR is a bit lower.  The other two quadrants the datasets are nearly the same. 

While the domain-averaged surface wind speed demonstrates a particular long-term 

trend, such changes may vary dramatically at different locations in the study area. To investigate 

the geographic distribution of surface wind changes, their linear trends were computed at each 

grid point in CBHAR (Figure 29).  The results indicate that the largest decrease in monthly mean 

wind speed has occurred over the northern Chukchi–Beaufort Sea in January, with the minimum 

centered near the boundary of the two seas, well north of the Bering Strait.  There is at the same 

time, however, a noticeable increase in wind speeds near the boundary of the Chukchi and 

Bering Seas in January.  A notable decrease also appears over ocean areas in May and August, 

located primarily over the Beaufort Sea and the Canada Basin. By contrast, the largest increase 

in monthly surface wind speed has occurred over the entirety of the Chukchi and Beaufort Seas 

in October. In chapter 3 and Stegall and Zhang, (2012), a similar finding was reported, and they 

showed a high negative correlation between sea ice retreat and higher wind speeds, i.e., less sea 

ice is correlated with stronger winds. 
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Figure 29. Linear trends in the monthly mean surface wind speed (m s-1 year-1) at each grid point 

in CBHAR.  Positive values indicate an increase over the 1979-2009 period, and negative values 

indicate a decrease over the 31-year period. 

 

A similar analysis for the 95th-percentile wind speeds (Figure 30) shows some differences 

from the monthly-mean analysis, even though the domain-averaged features are shown to be 

quite similar.  Unlike the monthly means, increasing trends dominate throughout the year and the 

decreasing trend in January is confined to a much smaller area. Increasing trends occur over 

nearly the entire ocean surface in February, March, May, July, and October. As with the 

monthly-mean analysis, the largest trend emerges in October, with a maximum increase over the 

Beaufort Sea. 
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Figure 30. Linear trends in the monthly 95th percentile surface wind speeds (m s-1 year-1) at each 

grid point in CBHAR.  Positive values indicate an increase over the 1979-2009 period, and 

negative values indicate a decrease over the 31-year period. 

 

4.6 Variability and Changes in Sea Ice, 2m-air Temperature and SST 

The wind field climatology (Section 4.3) has shown that the highest wind speeds in the 

study region occur during the autumn, particularly in November. This generally coincides with 

the time of year of the sea ice minimum and, consequently, the maximum amount of open ocean. 

Stegall and Zhang (2012) found that there is a high correlation between sea ice extent and wind 

speed. A detailed description of the sea ice concentration/extent present in CBHAR is therefore 

important. It is also important to investigate the sea ice trends given that the Chukchi/Beaufort 

Seas region is an area that has seen dramatic sea ice loss, particularly over the last decade or so 

(Jahn et al. 2012).  
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Figure 31. Monthly means and linear trends of sea ice extent (SIE, X 105 km2) in red, 2m-air 

temperature (ocean only) trend in blue, and SST trend in black for 1979-2009. 

 

In this section, the trends in sea ice, 2-m air temperature, and SST are analyzed for the 

months of June through November, when sea ice extent exhibits large fluctuations (Figure 31).  

The 2m-air temperature from CBHAR and ERA-I were compared to station data similar to the 

wind speed (section 4.3).  When compared to observation station data the CBHAR show slightly 
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better results of the 2m-air temperature than the ERA-I data.  The sea ice data output in CBHAR 

is the NASA Bootstrap SIC derived from the Scanning Multichannel Microwave Radiometer 

(SMMR), thus a comparison to ERA-I is not done.   

The decreasing trends in ice extent shown for the study region from July through October 

are significant at the 95% confidence level using the t-test. The largest decreasing trend 

(~0.3!105 km2 yr-1) occurs in September, the month associated with the annual sea ice minimum.   

A record low extent over the entire Arctic occurred in September 2007; however, for the study 

region, the minimum extent occurred in September 2008. August and October also exhibit 

dramatic decreases in sea ice extent (~0.2!105 km2 yr-1).  Accompanying the strong decreasing 

trends in sea ice during September and October, both 2-m air temperature and SST shows 

significant increasing trends.  

Figure 32 shows the linear trends in sea ice concentration (% yr-1) for all months; shaded 

colors are significant at the 95% level.  The figure clearly shows that a substantial portion of the 

domain has experienced significant sea ice loss for July through October. For September and 

October most of the Chukchi/Beaufort Seas region displays a decrease in sea ice concentration.  

The month of November shows a significant decrease in the Chukchi Sea vs. the Beaufort Sea. 

Overall, for the autumn as a whole, the study domain exhibits a negative regression in sea ice 

concentration, which is consistent with larger-scale trends as well as observations.  The winter 

months, especially January through April, show no real significant change in sea ice cover for 

the 31-year study period.  The area averaged 2m-air temperatures in CBHAR over ocean and 

land demonstrate various interannual variability and long-term trends during 1979-2009 (Figure 

52 in Appendix A).  Clearly, September and October show large increases in temperature, with 
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the greatest increase over the ocean in October. This agrees with the observed temperature 

increase as well as other studies showing similar results. 

  

 

Figure 32.  Linear trend of sea ice concentration (% per year) for all months from 1979-2009.  

Contours plotted are significant at the 95% confidence level.  Positive values indicate an increase 

over the 1979-2009 period, and negative values indicate a decrease over the 31-year period. 

. 

  Figure 33 displays the 2m-air temperature linear trend (°C yr-1) at each grid point in 

CBHAR for all months of the year. Colors shown are significant at the 95% confidence level.  

The most obvious feature is the large area of increasing temperatures in the Chukchi–Beaufort 

Seas from September through December. The summer months (May–August) show little trend 

over most of the region. 
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Figure 33. Linear trend of the 2m-air temperatures for all months from 1979-2009.  Contours 

plotted are significant at the 95% confidence level.  Positive values indicate an increase over the 

1979-2009 period, and negative values indicate a decrease over the 31-year period. 

 

Figure 33 and Figure 52 (Appendix A) indicate the presence of much warmer air in the 

latter part of the 31-year study period. This warmer air is one potential cause for the substantial 

sea ice loss in the region.  Another important variable to analyze is the SST in areas of open, ice-

free ocean. Warmer SST may contribute to sea ice loss through redistribution and mixing by 

ocean dynamic processes. Figure 31 above shows the long-term SST trend for the months of 

June through November. The largest increasing trend occurs in September, while the other three 

months show weaker, but still positive, trends as well. 
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Figure 34. Linear trends of SST for 1979-2009.  Contours plotted are significant at the 95% 

confidence level.  Positive values indicate an increase over the 1979-2009 period, and negative 

values indicate a decrease over the 31-year period. 

 

Figure 34 shows the SST linear trends at each of the ocean grid points in CBHAR. Clearly, SSTs 

have increased over most the study region, with the broadest area of increase occurring in 

September. Although there are large areas of increasing SSTs in July, August, and October, the 

areas of warming are not as large as the maximum area present in September. One very 

noticeable feature of the trends is the decreasing SST in the southeastern Beaufort Sea and off 

the coast of Canada. This could be related to the outflow of fresh water from the Mackenzie 

River/Delta and may be worth further research.   

4.7 Summary and Discussion 

The surface climate analysis using CBHAR shows that the wind speeds (monthly mean 

and monthly 95th percentile) exhibit a clear seasonality, with the lowest wind speeds in the spring 
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months and the highest wind speeds in the autumn.  The ERA-I captures a similar seasonality as 

CBHAR, with highest winds in the autumn months.  However the ERA-I 95th percentile winds 

are consitently higher than the CBHAR winds.  When both datasets were compared to station 

data and QuikSCAT ocean surface winds, the CBHAR performed better with less RMSE.  Thus 

the CBHAR winds are a better representation of the climate. 

The wind direction climatology shows that winds from the NE quadrant are the most 

frequent in the region, except during the summer months when the Beaufort High tends to 

weaken. The direction climatology also captures mesoscale features, including anomalous SW 

winds over the Brooks Range, anomalous NW winds over the Chukotka Mountains in eastern 

Siberia, and anomalous NW winds over the Mackenzie River valley in Canada, particularly 

during the cold season months. These anomalous winds could be the result of cold-air damming, 

resulting from a mesoscale force imbalance between the pressure gradient and Coriolis forces, as 

well as the downslope mountain breeze. The linear trend analysis of the wind speeds shows that 

the largest increasing trend occurs in October. These results are consistent between CBHAR and 

ERA-Interim, even though CBHAR employed different assimilation technology and assimilated 

different data. This suggests that CBHAR accurately captures changes in the large-scale surface 

climate. Sudden changes in trends due to a change in technology (e.g., the introduction of 

QuikSCAT or MODIS observations), such as discontinuities in the trend data or sudden 

increases or decreases in the trends are not present. Both the climatology and trends of the winds 

in CBHAR agree well with ERA-I data, indicating that the assimilation of different types of data 

as technology changed over time was handled correctly in CBHAR.  
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CHAPTER 5 

Wind-SST-Ice Relations in the Marginal Ice Zone of the Chukchi-Beaufort Seas 

Abstract 

The newly generated Chukchi-Beaufort High-resolution Atmospheric Reanalysis (CBHAR) is 

used to analyze the relation between surface wind, sea surface temperature (SST) and sea ice 

coverage in the marginal ice zone of Chukchi-Beaufort Seas for September and October when 

both open water and sea ice are present with compatible percentages.  The CBHAR surface wind 

field compares well to global reanalysis (ERA-Interim) with add on benefits capturing additional 

spatial details, particularly over complex coastal and terrain areas.  Cross-correlation between 

surface wind and SST anomalies shows there are negative correlation for open water and less-ice 

covered areas and positive correlation over sea ice and more-ice covered areas, the significance 

of correlation is above the 95% level.  Composite analysis of positive and negative wind speed 

anomalies and associated radiation forcing reveals that with positive (negative) wind speed 

anomalies there are more (less) clouds, stronger (weaker) downward longwave radiation, and 

weaker (stronger) downward shortwave radiation, indicating that strong winds during the study 

period are associated with storm activities. Warmer SST associated with positive wind anomalies 

(more sea ice covered areas) is thus the result of enhanced longwave radiation forcing brought by 

the storm activities. On the other hand (less sea ice cover and open ocean), strong thermal 

gradients also exit between the open water and ice-covered areas, which generate strong cold air 

advection when the surface winds are strong, plus relatively strong decrease of cloudy-sky solar 

radiation, a negative relation between winds and SST occurs over the water adjacent to the ice.  
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5.1 Introduction 

With potential energy industry development in the Chukchi/Beaufort Seas, the potential 

threat of oil spills exists. Should a spill occur, the surface wind field is a crucial parameter for 

accurately predicting spill transport (Reed et al. 1999). As such a thorough mesoscale 

meteorology study over the Chukchi/Beaufort Seas region has been conducted (Zhang et al. 

2013) and the analysis of the area’s wind climatology indicates an intensified surface wind over 

recent decades during fall when minimal sea ice coverage presents (Stegall and Zhang, 2012). 

The strengthened surface winds concur with the fast decline of sea ice in the Chukchi/Beaufort 

Seas (Comiso 2012). Stegall and Zhang (2012) also found significant correlation between sea ice 

concentration (SIC) and wind speed. 

Prior studies have shown that a strong relationship exits between sea surface temperature 

(SST) and surface wind speed.  O’Neill et al. (2010) and O’neill (2012) found a positive linear 

relationship between wind speed and sea surface temperature (SST) in various study areas 

including the Kuroshio in the Pacific Ocean, the Gulf Stream, the South Atlantic Ocean, the 

Agulhas Return Current, the North Atlantic Gulf Stream and the Eastern Equatorial Pacific Cold 

Tongue.  Sampe and Xie (2007), and Chelton and Xie (2010) also noticed stronger winds speeds 

with warmer SST’s in the Agulhas Return Current.  These studies have mainly focused on 

warmer oceans such as The Gulf Stream, or the Equatorial Pacific Ocean where no sea ice is 

present and can be mainly characterized as heat sources over a long time period.  However the 

Chukchi/Beaufort Seas are under the influence of Arctic sea ice on a seasonal basis and the areas 

are generally characterized as heat sinks (Wang and Key, 2005).  Over a partially ice-covered 

ocean, sharp temperature gradients usually exit between ice and open water. When the winds 

blow from ice to open water, or from open water to ice, there will be a substantial cold or warm 
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air advection. Then will the strongly correlated SST and wind speed hold the same positive 

relationship over the Chukchi/Beaufort Seas as over a warmer ocean, such as the Gulf Stream 

and the South Atlantic Ocean?  To answer this question, the relation between surface winds, 

SST, and sea ice and the mechanisms impacting the relation over the Chukchi/Beaufort Seas 

where both open ocean and sea ice are present will be explored with a newly developed 

Chukchi/Beaufort Seas High-Resolution Atmospheric Reanalysis (CBHAR) (Zhang et al. 2013).   

The generation of high-resolution (10 km) regional reanalysis CBHAR allows researchers 

to better understand the environmental changes over the Chukchi/Beaufort Seas region of the 

Arctic, an area that has been subject to thinning of sea ice and a dramatic reduction in ice 

coverage, faster than model projections, especially in September (Stroeve et al., 2012).  With less 

sea ice and more open water, a better understanding of the atmosphere-ocean-ice interaction is 

necessary, especially with regards to surface wind, SST and sea ice.  The goal of this study is to 

investigate the relation among the wind speed, SST, and ice in the Chukchi/Beaufort Seas during 

the months of September and October from 1979-2009.  The sea ice minimum generally occurs 

in September, thus there are compatible percentages between open water and ice-covered areas 

during the study period.  Atmospheric conditions such as surface air temperature, and radiation 

forcing will be used to explore the physical interpretation of the wind speed, SST, and ice 

relation in the Chukchi/Beaufort Seas region. 

 The data used in this chapter is the CBHAR data and the methodology used for this study 

is described in chapter 2.  Using the composite analysis described in chapter 2, the atmospheric 

conditions such as 2m-air temperature and temperature advection, wind direction, long wave and 

short wave radiations, as well as cloud cover will be investigated under high wind and low wind 

anomalies separately. 
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This chapter will be organized in the following way.  Section 5.2 will be a study of the 

relation among surface wind, SST, and sea ice.  Section 5.3 will be the composite analysis 

exploring the mechanisms responsible in the relation, and section 5.4 presents a summary and 

conclusions. 

5.2 Wind-SST-Ice Relations 

From prior results, Chapters 3, 4, and Stegall and Zhang (2012), surface winds in the 

study area have been enhanced significantly and especially during the period of September and 

October, which may be caused by the retreat of sea ice cover in the area.  The relationship 

between winds and SIC in CBHAR is further explored by applying the method discussed in 

chapter 2.  Binned scatters of wind speed anomalies are plotted as a function of SIC anomalies.  

Figure 35 below shows the wind speed-SIC relation in CBHAR.   

 

Figure 35.  Binned wind speed anomalies as a function of binned SIC anomalies. Triangles are 

+/- one standard deviation.  Dashed line is the regression. 

 



75 
 

There is a clear inverse linear relationship as expected.  This further confirms the significant 

negative correlation between wind speed and sea ice in Stegall and Zhang (2012).  The 

correlations of wind speed anomalies to SIC anomalies are -0.98 for the CBHAR and are 

significant at the 99% level.  These results further suggest that less sea ice (more open ocean) the 

higher the wind speeds. 

With more open ocean leading to higher wind speeds, it is evident there is need to further 

explore the relationship between surface winds and SST anomalies.  The relation among the 

anomalies is investigated with three groups of SIC ranges from 0% (open water area only), to 

1%-19% (slightly ice-covered area), and 20-100% (moderately to mostly ice covered area).  This 

analysis by SIC groups can allow the consideration of sea ice influence on the relation between 

surface winds and SST.  

Figure 36 shows the binned scatter relationship between surface winds and SST 

anomalies in CBHAR.   

 

Figure 36.  Binned wind speed anomalies as a function of binned SST anomalies for open water 

(a, 0% SIC), slightly ice-covered area (b, <20% SIC) and moderately to mostly ice covered area 

(c, >20% SIC). Triangles are +/- one standard deviation.  The dashed line is the regression. 
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A clear inverse linear relationship exists for the open water and slightly ice-covered areas.  The 

correlations of wind speed anomalies and SST anomalies over areas with 0% SIC and 1%-19% 

SIC are -0.85 and -0.83 respectively and significant at the 99% level.  Over areas with 20%-

100% SIC, the correlation is 0.73 and is also significant at the 99% level.  At ~20% SIC the 

relationship changes from an inverse relationship to a positive, though relatively flat due to small 

variance in SST under sea ice cover (Figure 36).  Of course with more sea ice (increasing SIC) 

the atmosphere and ocean will become less coupled.  

The binned analysis above demonstrates that ~20% SIC there is a change from an inverse 

linear relationship to a linear relationship.  To better understand the surface winds, SST, and ice 

relation over the marginal ice zone, the correlation distributions with 95% significant level of r-

test among the surface winds, SST, and SIC anomalies are shown in Figure 37.   

 

Figure 37.  Correlation at lag 0 (September and October only) of wind speed and SIC, a), and lag 

0 correlation between wind speed and SST, b).  The black line is the 20% long-term mean sea ice 

concentration.  The color-filled contours are significant at the 95% level using the r-test. 

 



77 
 

Confirming the results from Figure 36, there is a clear change in correlation at ~20% SIC 

indicated by the dark black line in Figure 37 b where there is an inverse relationship in the 

Chukchi Sea and a linear relationship mainly north of the 20% SIC line.  Figure 37 a shows a 

clear relationship of sea ice and wind, i.e. less sea ice, higher wind speeds further confirming the 

results from chapter 3 and Stegall and Zhang, (2012).  The negative correlations between the 

surface winds and SIC are mainly over the central Chukchi-Beaufort Seas, where there is the 

strongest SIC gradient (Figure 38).   

 

Figure 38. Long term mean sea ice concentration (%) in CBHAR during September and October 

1979-2009. 
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The correlations between surface wind and SST show slightly complicated distributions. 

The negative correlations are mainly over the less ice-covered areas.  Over the central Chukchi-

Beaufort Seas where negative correlations between winds and SIC are present, a positive 

correlation between the surface wind and SST anomalies occurs. Which seems to be reasonable 

due to that warmer SST promotes sea ice melting and then results in enhanced surface winds. 

Then what’s the possible reason for the negative correlations over the less-ice covered areas? A 

composite analysis is therefore conducted in Section 5.3 for better understanding the 

mechanisms behind this wind-SST-ice relation. 

5.3 Physical Interpretation for the Wind-SST-Ice Relations 

To further explore the physical interpretation for the wind-SST-ice relation, composite 

analysis of wind speed anomalies and associated SST and radiation forcing anomalies are 

constructed with the algorithm introduced in chapter 2.   

 

Figure 39.  The standard deviation of the 31-year daily wind speeds of the CBHAR data from 

1979-2009. 
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The parameter b in the composite equations in Chapter 2, section 2.2 is set to 1.0 (i.e. +/- one 

standard deviation of the wind speed) to include relatively stronger anomalies.  From the 

distribution of wind speed standard deviation over the study area (Figure 39), the ranges of 

standard deviation are 2- 3.5 ms-1.  Thus using b=1.0 times the standard deviation should include 

strong enough positive wind speed anomalies as well as weak enough negative wind speed 

anomalies.   

Figure 40 shows composites of wind speed anomalies and associated SST anomalies, as 

well as 2m-air temperature anomalies. The 20% SIC associated with positive and negative 

anomalies are overlaid.   

 

Figure 40.  Composites of positive wind speed anomalies (ms-1, uvP, a), associated SST 

anomalies (K, sstP, b), and associated 2m-air temperature anomalies (K, t2P, c).  d), e), and f) are 

the composites of negative wind speed anomalies (ms-1, uvN, d),  associated SST anomalies (K, 

sstN, e), and associated 2m-air temperature anomalies (K, t2N, f). Black contours are composites 

of 20% SIC associated positive and negative wind speed anomalies respectively. The parameter 

b in equations in Chapter 2, section 2.2 for anomaly calculation is set to 1.0.  
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Area with less than 20% sea ice coverage, negative (positive) SST anomalies are 

associated with positive (negative) wind speed anomalies. These anomalies are mainly located in 

the Chukchi Sea and Bering Strait.  The greatest negative SST anomalies are along the Siberian 

coast and in the Bering Sea.  Over areas covered by more than 20% sea ice, opposite anomalies 

are present, i.e., positive (negative) SST anomalies are associated with positive (negative) wind 

speed anomalies.   

 

Figure 41. Composites of anomalies associated with positive wind anomalies (Figure 40-a) for 

cloud fraction (%, cldP, a), surface downward longwave radiation (wm-2, lw_down_P, b), surface 

downward shortwave radiation (wm-2, sw_down_P, c). d-f are the composites of anomalies 

associated with negative wind anomalies (Figure 40-d) for cloud fraction ((%, cldN, d), surface 

downward longwave radiation (wm-2, lw_down_N, e), and surface downward shortwave 

radiation (wm-2, sw_down_N, f). Black contour is 20% of long-term average SIC during 

September and October 1979-2009. 
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Warm (cold) SST anomalies associated with positive (negative) wind speed anomalies 

over more ice-covered areas might be the results of atmosphere forcing, rather than the causes 

for strong (weak) winds. The atmosphere radiation forcing composites associated with positive 

and negative wind speed anomalies, repetitively, and the differences of these positive and 

negative composites are presented in Figure 41 and Figure 42.  

 

Figure 42.  Composite differences (composite associated with positive wind speed anomalies 

minus composite associated with negative wind speed anomalies) for a) cloud fraction (cld_diff, 

%).  b) downward longwave radiation (lw_down_diff, wm-2), and c) downward shortwave 

radiation (sw_down_diff, wm-2) respectively.  Black contour is the composite of 20% SIC 

associated with positive wind speed anomalies.   

 

The radiation forcing variables discussed here include cloud fraction, downward longwave and 

shortwave radiations. It is found that with stronger winds, the atmosphere is much cloudier, 

which increases the downward longwave radiation and decreases the downward shortwave 

radiation (Figure 41a-c).  Due to that shortwave radiation is already weak during the study period 

of September-October over the northern part of study area, mainly the north of 20% SIC, as well 
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as the cold clouds, the clouds are mostly made up of ice crystals, the decrease in shortwave 

radiation is small (Figure 41c), as a result, more energy absorbed by the surface helps to warm 

SST and melt ice north of 20% SIC where more sea ice are present (Figure 40b). Obviously the 

strong winds here are caused by the storm activities. Storms bring both kinetic and thermal 

energy to the area causing strong winds and strong cloud radiative forcing. When there are less 

storm activities, weaker winds (Figure 40c) and less cloud and cloud radiation forcing (Figure 

41d-e) are present, over the area with weak shortwave radiation (Figure 41f), i.e., mainly north of 

20% SIC line, there is reduced energy (Figure 41 e, f) absorbed by the surface, so colder SST 

occurs (Figure 40d).  

With higher winds, increased cloud cover also occurs over the south of 20% SIC, 

especially along the east Siberian coast, where stronger downward longwave radiation occurs 

(Figure 42a). Note that the reduced longwave radiation along the west coast of Alaska is likely 

due to the cold air advection from land (Figure 43). There is a strong decrease in downward 

shortwave radiation over the south of 20% SIC (Figure 42c), which can be attributed by two 

folds. One is that the absolute amount of clear-sky downward shortwave radiation is relatively 

large. The other one is that relatively warmer cloud here can include more water droplets, which 

efficiently reduces cloudy-sky shortwave radiation comparing to the cold cloud in the north.  As 

a result, unlike the north of 20% SIC, warmer SST isn’t present; instead a colder SST associated 

with strong winds occurs over the south of 20% SIC (Figure 40b). 

 To further investigate the colder SST associated with strong winds over south of 20% 

SIC; thermal advection over the study area is analyzed.  Figure 43 shows the wind vectors 

overlaid onto the 2m-air temperature associated positive and negative wind speed anomalies.  
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Figure 43.  Composites of 2m-air temperature in K, and wind vector in ms-1 (reference vector 6 

ms-1) associated with positive wind speed anomalies (a, vec_P), and negative wind speed 

anomalies (b, vec_N).  Black contours are composites of 20% SIC associated with the positive 

and negative wind speed anomalies respectively. 

 

It is clear strong northward temperature gradient exists in the study area. Meanwhile, with higher 

winds, east and northeast winds dominant. As a result, strong cold air advection flows from the 

higher SIC area to the open water and less SIC area in the Chukchi Sea (Figure 44a).  Over the 

north of Chukchi Sea, there is also cold advection due to a warm tongue temperature structure. 



84 
 

Obviously this cold advection isn’t strong enough to change the sign of wind-SST correlation. 

With weaker winds the advection is nearly zero (Figure 44b). 

 

Figure 44.  Composite of surface thermal advection (K-s scaled by 10-5) associated with positive 

wind speed anomalies (a, adv_P) and associated with negative wind speed anomalies (b, vec_N).  

Black contours are composite of 20% SIC associated with the positive and negative wind speed 

anomalies respectively. 

 

Cold air flowing off the ice over much warmer ocean water produces a strong coupling 

between the surface and the air and destabilizes the atmosphere (Vihma and Brümmer, 2002).  

With this flow of cold air, clouds can form over ocean water, such as the Chukchi Sea and 
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Bering Strait, then the accompanied reduced shortwave radiation and precipitation further cool 

down surface temperature. As a result, colder SST occurs over the ocean water adjacent to the 

sea ice. Therefore reduced solar radiation plus cold advection contribute to the negative 

correlation between winds and SST over open water and less ice-covered area. Over north of 

20% SIC, enhanced cloud-induced longwave radiation associated with storm activities thus 

results in positive correlation between winds and SST. 

5.4 Summary and Discussion 

This study has investigated the relationship of wind speed and SST, with the presence of 

sea ice.  There is a clear inverse linear relationship between sea ice and wind speed.  Also there 

is an inverse linear relationship of wind speed and SST (negative correlation) over open ocean up 

to ~20% SIC.  However with increasing SIC up to ~20% to 100% the relationship weakens and 

is positively correlated with a linear relationship.  This weakening is due to more sea ice; the less 

coupled the atmosphere and ocean become.  Cross-correlation analysis of wind speed and SIC as 

well as cross-correlation of wind speed and SST supports the above conclusions at the 95% 

significance level. 

The composites of wind speed anomalies and associated SST anomalies show a clear 

inverse relation ship (higher wind speeds, colder SST’s), especially in the Chukchi Sea and south 

of the 20% SIC.  North of the 20% SIC there is warmer SST’s with higher winds.  However 

warm (cold) SST anomalies associated with positive (negative) wind speed anomalies over more 

ice-covered areas might be the results of atmosphere forcing, rather than from strong (weak) 

winds.  It is found that with stronger winds, mainly from storm activities bring both kinetic and 

thermal energy to the area, the atmosphere is much cloudier, which increases the downward 

longwave radiation and decreases the downward shortwave radiation.  Since the shortwave 
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radiation is already weak during the study period of September-October over the northern part of 

study area, mainly the north of 20% SIC, as well as the cold clouds are mostly made up of ice 

crystals, the decrease in shortwave radiation is small resulting in more energy absorbed by the 

surface to warm SST and melt ice over the north of 20% SIC where more sea ice are present.  In 

other words, the longwave radiation is larger than the downward shortwave radiation term, thus 

the SST is warmed mainly by the longwave radiation.  When there are less storm activities, 

weaker winds and less clouds and less cloud radiation forcing along with weak shortwave 

radiation, i.e., mainly the north of 20% SIC line, there is reduced energy absorbed by the surface, 

thus colder SST occurs.  

    With higher winds, increased cloud cover also occurs over the south of 20% SIC, 

especially along the east Siberian coast, where stronger longwave radiation occurs.  There is a 

strong decrease in downward shortwave radiation over the south of 20% SIC, which can be 

attributed to two reasons. One reason is that the absolute amount of clear-sky downward 

shortwave radiation is relatively large. The other reason is there are warmer clouds here that can 

include more water droplets, which efficiently reduces cloudy-sky shortwave radiation 

comparing to the cold clouds in the north.  The downward shortwave radiation term is larger than 

the longwave radiation term i.e. there is more energy lost due to shortwave radiation.  As a result 

a colder SST is associated with a larger downward shortwave radiation term (energy lost) 

associated with stronger winds south of 20% SIC. 

 Wind vectors overlaid with 2m-air temperature make it clear that a strong northward 

temperature gradient exists in the study area. Meanwhile, with higher winds, east and northeast 

winds are dominant. As a result, strong cold air advection flows from the higher SIC area to the 

open water and less SIC area in the Chukchi Sea.  Over the north of Chukchi Sea, there is also 
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cold advection due to a warm tongue temperature structure. Obviously this cold advection isn’t 

strong enough to change the sign of wind-SST correlation. With weaker winds the advection is 

nearly zero. 

  With this flow of cold air, clouds can form over ocean water, such as the Chukchi Sea 

and Bering Strait, then the accompanied reduced shortwave radiation and precipitation further 

cool surface temperature. As a result, colder SST occurs over the ocean water adjacent to the sea 

ice. Therefore reduced solar radiation (large downward shortwave radiation term and loss of 

energy) plus cold advection contributes to the negative correlation between winds and SST over 

open water and less ice-covered area.  North of 20% SIC, enhanced cloud-induced longwave 

radiation associated with storm activities thus results in positive correlation between winds and 

SST. 

Qian et al., (2012) found similar SST cooling with higher wind speeds in the South China 

Sea, mainly due to strong sensible heat flux, increase in evaporation/precipitation (increase in 

cloudiness), weak solar radiation thus cooling the SST’s.  A similar process is occurring in the 

Chukchi Sea; increase in sensible heat flux over the open ocean in the Chukchi Sea resulting 

from high winds and cold air advection, evaporation and an increase in cloudiness and increase 

in precipitation, and then weak net solar radiation combined with strong cold air advection and 

cold air damning along the East Siberian Coast, and resulting cooler SST’s. 

Overall the results above show there is an inverse linear relationship of wind speed and 

SST’s in the Chukchi Sea, with the presence of sea ice.  However further study needs to be done 

with a model coupled with a sea ice model and coupled to an ocean model.  Then sensitivity tests 

of the influence of SIC with atmosphere-ocean-sea ice feedback can be conducted.  Also the 

effects of upwelling/Ekman pumping must also be considered in this region in future research 
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with a coupled ocean model.  The colder SST’s could also be a combination of the atmospheric 

effects presented here and colder ocean water upwelled to the ocean surface in the Chukchi Sea. 
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CHAPTER 6 

Summary and Conclusions  

To improve understanding of climate and environment changes in the Chukchi and 

Beaufort seas, a detailed study of surface wind was conducted. The augmented knowledge is not 

only of scientific significance but also has important implications for policy-making processes 

and practical applications, such as assessments and mitigation of oil spill dispersions and coastal 

erosions should they occur. Using several data sets including NARR, ERA-Interim, and 

CBHAR, the surface wind field and other associated surface variables such as SST, 2m-air 

temperature, and sea ice were examined. This included climatology, variability, long-term 

changes, and extreme events of the surface wind field. Comparison across the datasets was 

performed to enhance credibility of the scientific findings. In particular, unique mesoscale 

features are identified and described by taking advantage of the newly developed high-resolution 

CBHAR data. To better understand the detected changes in surface wind, further analysis was 

carried out to examine relationships between wind speed, SST, and sea ice. 

Climatology and trends of the NARR surface wind field are first analyzed for both the 

monthly averaged wind speed and 95th percentile wind speeds from 1979-2009. For both the 

monthly averaged and 95th percentile wind speeds, the minimum occurs in May and June. 

Concurrent with this minimum is the sea ice covered ocean in the Chukchi-Beaufort Seas. When 

sea ice reaches its minimum (September-October), the monthly averaged and 95th percentile 

winds reach their maximum values at 6-9 ms-1 and 10-15 ms-1, respectively, mainly occurring over 

the Chukchi Sea. Over land the wind speeds are much weaker in all seasons. Monthly probability 

density function (PDF) of the entire domain winds confirms this seasonality with higher wind 

speeds in the autumn season.  NARR shows a diurnal cycle over land from April to September.  
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The diurnal cycle over sea ice lasts only from mid-March to May.  This is due to the warm 

season’s strong diurnal solar radiation forcing plus relatively small heat capacity over land and 

sea ice that contribute to the diurnal variations.  Once the sea ice retreats significantly, the large 

water heat capacity dampens the diurnal fluctuation of winds over the open water. 

The 31-year trends of the Monthly average and 95th percentile wind speeds in NARR 

show an increasing trend in both from July through November. The frequency of extreme wind 

events (wind speeds above the 95th percentile winds) were analyzed, a similar increasing trend is 

found, especially in October, with 8% more extreme wind events in 2009 as compared to 1979. 

Significant retreat in sea ice in the study area, especially during the most recent decade (Comiso 

et al. 2008; Polyakov et al. 2012) could also contribute to the increasing trend in wind speeds and 

frequency of extreme wind events. 

Northeast (NE) wind most persistently occurs over the study area. However with 

fluctuation of the Beaufort High and Aleutian Low, the extent of the NE winds changes with the 

lowest persistence in July through September, and the highest during the colder months (i.e. 

October to April/May). The frequency of southwest (SW) and northwest (NW) winds is low, 

except for along the Brooks Range and the Chukotka Mountains in easternmost Russia. The 

frequency increases to 35% - 50% during the cold season. With the extremely stable airflow plus 

the mountain barrier effect, this causes the winds to flow along the mountains and thus the 

mesoscale features are present in the climatology. During the summer months, the land surface is 

snow free and thus mesoscale mountain/valley breezes develop along the coast and the mountain 

ranges impacting the wind field on a diurnal basis. 

In addition to the climatology of the NARR wind field, The ERA-I and the newly 

developed dataset CBHAR surface wind fields are compared and the result shows climatology 
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and trends similar to those in NARR. These two datasets are first tested against observations 

(coastal and inland station data) and satellite data. The CBHAR data has a smaller RMSE than 

does ERA-I when compared against the station data and the satellite data. Overall the CBHAR 

performs better than does the ERA-I, thus the 10km grid spacing is very reliable with less error. 

Thus the CBHAR data gives a better representation of the wind climate. 

Comparing the average wind speeds of CBHAR and ERA-I from 1979-2009 for all 

months shows that the lowest wind speeds during the summer months and the higher speeds are 

in the winter months, The highest occur in November for both data sets. During the month of 

November the wind speeds reach up to 6 ms-1 over the Beaufort Sea and 9 ms-1 in the Chukchi 

Sea. The ERA-I shows a very similar seasonality and wind speeds over the oceans. However 

over land, the CBHAR very clearly captures topographically influenced features that the ERA-I 

does not. Examples include higher wind speeds over the Brooks Range and interior of Alaska, 

possibly resulting from drainage and/or mountain/valley breezes. These features are not present 

in the ERA-I data. 

Another feature is the consistently higher coastal wind speeds in the ERA-I than those in 

the CBHAR, with differences of about 2 ms-1. This difference is likely due to a much coarser grid 

spacing of the ERA-I that that in the CBHAR. Another feature missed by the ERA-I is the 

anomalous high wind speeds over the Mackenzie River Valley and Delta from October through 

May that is clearly captured by CBHAR. The 95th percentile winds in the ERA-I are noticeably 

higher that in the CBHAR, particularly over ocean and sea ice. The differences could be the 

result of different treatment of sea ice in the in the global model that produced the ERA-I vs. in 

the CBHAR as well as difference roughness with respect to ocean/ice in each data. 

Both CBHAR and ERA-I datasets capture a diurnal cycle over the ocean (sea ice) in 
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March-May). The CBHAR winds over land give a diurnal cycle similar to NARR from Stegall 

and Zhang (2012). However the ERA-I maxima and minima are lower, especially in March 

through May, due to the fact that ERA-I is only 4 times daily vs. 24 times daily in CBHAR. The 

ocean winds in CBHAR and ERA-I are higher than that found in NARR from Stegall and Zhang 

(2012). This could be the result of NARR treatment of sea ice in their model. 

When wind direction is analyzed using CBHAR and ERA-I datasets, the datasets capture 

a persistent NE wind direction, especially over the ocean and the Chukchi Sea. Over land both 

also capture high frequencies of NE winds, however CBHAR very clearly captures mesoscale 

features and much more details over land than does ERA-I. This difference in ability to capture 

mesoscale features is very evident when SW and NW winds are analyzed in the winter months. 

The CBHAR has a much better horizontal resolution (10km, vs. the ERA-I of 0.75° lat/lon), 

which gives clearer details of the anomalous SW winds over the Brooks Range, and a higher 

percentage of NW winds over easternmost Siberia. What is also very evident is that the ERA-I 

essentially fails to capture the anomalous NW winds in the Mackenzie River Delta and Valley, 

which is clearly captured with the CBHAR data. 

The CBHAR and ERA-I datasets show similar trends with the average wind speeds and 

the 95th percentile wind speeds. The largest and most significant increasing trends for both 

datasets are in October. When the CBHAR data is divided into ocean and land areas separately, 

the trends show varying trends from month to month. However, the trends in August and 

October over the ocean and September and November over land are significant at the 95% level 

using the t-test. The most pronounced increasing trend is in October. Areal linear trends show a 

sizable area of the Chukchi/Beaufort Seas to be decreasing in January as well as a sizable area of 

the Beaufort Seas in May and June. However, the linear trends show a substantial portion of the 
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Chukchi/Beaufort Seas to be increasing in October. This is similar finding in Stegall and Zhang 

(2012) where they showed a significant and high negative correlation between retreating sea ice 

and stronger wind speeds. 

In addition to wind speed and direction analysis, trends in sea ice, 2m-air temperature, 

and SST was also analyzed using the CBHAR data. It is important to confirm these trends, i.e. 

decreasing sea ice with increasing SST and 2m-air temperature. Given that sea ice loss is 

occurring dramatically in the region, Jahn et al. (2012) used both modeled and observed sea ice 

to support its conclusions.  It is important that the CBHAR show similar trends, even though the 

sea ice in CBHAR was prescribed by observational data and not from the WRF model. The 

trends are analyzed from July through October, when sea ice fluctuates the largest. Results show 

that there is significant sea ice loss, especially in September and October, with increasing trends 

in SST and 2m-air temperature. Areal linear trends show similar results of the sea ice, SST and 

2m-air trends, especially in September through November show the largest sea ice loss and the 

largest 2m-air temperature and SST increases over the Chukchi/Beaufort Seas, with the largest 

trends in the Beaufort Sea. 

The sea ice minimum occurs in September and October in the study area. This is also a 

time of year with high wind speeds and interaction of wind, open ocean, and sea ice. Most 

studies, mainly in the tropics and mid-latitudes, show a positive linear relationship between wind 

speed and SST. Unique to the Chukchi/Beaufort Seas is the presence of sea ice, thus the wind 

speed/SST relationship is explored with the presence of sea ice. 

There is a clear inverse linear relationship between sea ice and wind speed (negative 

correlation). Also there is an inverse linear relationship of wind speed and SST (negative 

correlation) over open ocean with SIC less than 20%. However, when SIC increases to 20%-
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100%, the relationship weakens and surface wind speed and SST show a linear relationship 

(positively correlated). This correlation change can be attributable to sea-ice-modulated coupling 

processes between the atmosphere and ocean. Cross-correlation analysis of wind speed and SIC 

show that above the ~20% SIC, sea ice and wind speed are negatively correlated.  Cross-

correlation of wind speed and SST supports the above conclusions, with negative correlation 

below ~20% SIC and positive correlation above ~20% SIC.  Both lag correlations are at the 95% 

significance level. 

The composites of wind speed anomalies and associated SST anomalies show a clear 

inverse relationship (higher wind speeds, colder SST’s), especially in the Chukchi Sea where 

there is less sea ice covered areas. In contrast, with higher sea ice covered areas, higher winds 

correspond to warmer SSTs. The association between SST anomalies and wind speed anomalies 

is a consequence of particular weather system forcing. It is found that strong winds mainly result 

from storm activities, which bring both kinetic and thermal energy to the area. The stormy 

weather is generally accompanied with cloudy sky, which increases the downward longwave 

radiation and decreases the downward shortwave radiation. Shortwave radiation is generally 

weaker over the northern part of study area mainly mostly ice covered areas. Further, clouds over 

this northern area are dominantly made up of ice crystals. The shortwave radiation and advection 

is small when compared to longwave radiation resulting in more energy absorbed by the surface 

to warm SST and melt ice where more sea ice are present.  In other words, the longwave 

radiation is larger than the downward shortwave radiation term, thus the SST is warmed mainly 

by the longwave radiation. During the time with weakened storm activities, weaker winds occur, 

and, at the same time, reduced cloud cover and resulting decreased cloud-forcing longwave 

radiation lead to colder SSTs. 
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During the stormy weather, both higher winds and cloud cover can occur at the same time 

over the area with less sea ice cover and open ocean, especially along the east Siberian coast. 

Storm-induced higher cloud cover causes an increase in downward longwave radiation.  

However, the increased downward longwave radiation cannot compensate the decreased 

downward shortwave radiation, because, downward clear-sky shortwave radiation is relatively 

large in this southern area (downward shortwave radiation term is larger than the longwave 

radiation term, i.e. more energy is lost due to decreased shortwave radiation than longwave 

radiation). Meanwhile, warmer clouds in this area include more water droplets, which efficiently 

reduces cloudy-sky shortwave radiation comparing to the cold clouds in the north. As a result, 

colder SST’s associated with larger downward shortwave radiation occurs south with less sea ice 

covered areas and open ocean along with stronger winds. 

The 2m-air temperature distribution shows a strong northward temperature gradient exists 

in the study area. Meanwhile, strong wind speeds are dominated by east and northeast winds. As 

a result, there is strong cold air advection from the higher SIC area to the open water and less 

SIC area in the Chukchi Sea. Over the north of Chukchi Sea, there is also cold advection due to a 

warm tongue temperature structure. Obviously this cold advection isn’t strong enough to change 

the sign of wind-SST correlation. With weaker winds the advection is nearly zero. 

With this flow of cold air, clouds can form over ocean water, such as the Chukchi Sea and 

Bering Strait, then the accompanied reduction in shortwave radiation and precipitation further 

cool surface temperature. As a result, colder SST occurs over the ocean water adjacent to the sea 

ice. Therefore reduced solar radiation (large downward shortwave radiation term and loss of 

energy) plus cold advection contributes to the negative correlation between winds and SST over 

open water and less ice-covered area. North over mostly ice covered areas, enhanced cloud-
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induced longwave radiation associated with storm activities thus results in positive correlation 

between winds and SST. 

Qian et al., (2012) found similar SST cooling with higher wind speeds in the South China 

Sea, mainly due to strong sensible heat flux, increase in evaporation/precipitation (increase in 

cloudiness), weak solar radiation thus cooling the SST’s. A similar process is occurring in the 

Chukchi Sea; increase in sensible heat flux over the open ocean in the Chukchi Sea resulting 

from high winds and cold air advection, evaporation and an increase in cloudiness and increase 

in precipitation, and then weak net solar radiation combined with strong cold air advection and 

cold air damning along the East Siberian Coast, and resulting cooler SST’s. Overall the results 

above show there is an inverse linear relationship of wind speed and SST’s in the Chukchi Sea, 

with the presence of sea ice. However further study needs to be done with a model coupled with 

a sea ice model and coupled to an ocean model. Then sensitivity tests of the influence of SIC 

with atmosphere-ocean-sea ice feedback can be conducted. Also the effects of upwelling/Ekman 

pumping must also be considered in this region in future research with a coupled ocean model. 

The colder SST’s could also be a combination of the atmospheric effects presented here and 

colder ocean water upwelled to the ocean surface in the Chukchi Sea.  Future research of this 

inverse wind speed/SST relationship should also include expanding to a larger region i.e. the 

entire Arctic region, or global scale and identifying areas with this feature and comparing and 

contrasting physical interpretations to those studied in Chukchi/Beaufort Seas region. 
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Appendix A 

 

Figure 45.  The hourly wind speeds averaged over the study region for the 31-years using 

CBHAR, with ocean (blue) and land (red). 
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Figure 46. The six hourly wind speeds averaged over the study region for the 31-years using 

ERA-Interim, with ocean (blue) and land (red). 



108 
 

 

Figure 47.  Monthly mean surface wind speeds (m s-1) and their linear trends in CBHAR (red) 

and ERA-Interim (blue) from 1979-2009. 
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Figure 48. Monthly mean 95th percentile wind speeds (m s-1) and their linear trends in CBHAR 

(red) and ERA-Interim (blue) from 1979-2009. 
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Figure 49.  Monthly mean surface wind speeds (m s-1) and their linear trend over ocean 

(CBHAR is in blue, ERA-I is in light blue) and land (CBHAR is in red, ERA-I is in light red) for 

1979-2009. 
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Figure 50.  Monthly mean 95th percentile surface wind speeds (m s-1) and their linear trend over 

ocean (CBHAR is in blue, ERA-I is in light blue) and land (CBHAR is in red, ERA-I is in light 

red) for 1979-2009. 
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Figure 51. Frequency of extreme winds, defined as the percent (%) winds above the 95th 

percentile wind speed, from 1979-2009 in CBHAR (red), and ERA-interim (blue). 
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Figure 52. Monthly 2m-air temperatures and their trends for 1979-2009 over ocean (blue) and 

land (red). 
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Appendix B 

Analysis of Chukchi Sea vs. Beaufort Sea with CBHAR 

To further explore the geographic variability of the region, the ocean surface wind data 

was split into two distinct regions, the Chukchi Sea and the Beaufort Sea, separated by the 203°E 

meridian that passes through Point Barrow, Alaska (Figure 53).  

 

Figure 53.  Illistration of Chukchi Sea region vs. the Beaufort region.  The two regions are 

separated by the 203° E longitude extending north from Point Barrow Alaska. 
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In this way the trends specific to each region can be explored separately.  Figure 54 and Figure 

55 show the trends of wind speed and 95th-percentile wind speed, respectively, for each of the 

two zones. It is immediately apparent that the Chukchi Sea wind speeds are, on average, higher 

than the Beaufort Sea wind speeds for each month. Reasons for this difference could be the 

presence of greater storm activity over the Chukchi and/or stronger storms that first pass over the 

Chukchi Sea before weakening as they move over the Beaufort. Consistent with the trend 

analysis discussed above, October shows the largest increase in wind speeds, with the two 

regions displaying similar increasing trends for this month. As with the mean wind speeds, the 

Chukchi Sea 95th percentile wind speeds are consistently higher than those over the Beaufort, 

and October again shows the largest increasing trend. However, in this case, the Beaufort Sea 

winds are increasing at a faster rate than the Chukchi winds for October.  The faster winds in the 

Chukchi Sea should be the result of more open ocean than in the Beaufort Sea.  The big 

difference in wind speeds in November reflects this difference in sea ice cover.  By now the 

Beaufort Sea has much more sea ice than the Chukchi Sea.  Another difference between the two 

regions is that the Chukchi winds are increasing more in February than those over the Beaufort 

for both mean and 95th-percentile wind speeds. This increase in the Chukchi Sea wind speeds is 

also present in March and could be a result of either increased storm frequency or intensity, and 

may be a worthwhile topic for future exploration.  Implications here is that with more open 

ocean, especially in the Chukchi Sea, will have higher wind speeds.  Thus for oil spill assessment 

high winds, especially if there is open water will be a major factor. 
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Figure 54.  Monthly surface wind speeds and their linear trends for the Chukchi Sea (blue) and 

Beaufort Sea (red).  All data is for ocean points only. 
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Figure 55.  Monthly 95th Percentile wind speeds and their linear trends over the Chukchi Sea 

(blue) and Beaufort Sea (red).  All data is for ocean points only. 
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As with the wind speed analysis, the trends in sea ice extent are divided into Chukchi Sea and 

Beaufort Sea regions to investigate if differences exist in the trends between the two seas. Figure 

56 shows these trends for July through October. Clearly, the Chukchi Sea has a larger decreasing 

trend than does the Beaufort for each of the four months, particularly in September and October. 

In September of 2007 and 2008 CBHAR shows nearly 0 km2 in ice extent in the Chukchi, 

indicative of the record sea ice loss for those years. Lindsay and Zhang (2005) reported that this 

region is experiencing some of the greatest sea ice thinning of anywhere in the world, along with 

rising 2m-air temperatures in the autumn. This supports the dramatic sea ice loss shown in the 

figures here. 

 

Figure 56.  Monthly sea ice extents (SIE, X 105 km2) and their linear trends for the Chukchi Sea 

(blue) and the Beaufort Sea (red). 
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Figure 57 shows the area averaged 2m-air temperature trends over the Chukchi and 

Beaufort Sea regions separately.  The summer months (May-August) show little trend for the 

two regions.  For September to December, the Chukchi Sea (blue) shows a larger increase in 

temperature than the Beaufort Sea (red). The three plots above indicate much warmer air later in 

the 31-year study period.  This warmer air is one potential cause for the substantial sea ice loss in 

the region.  The larger increase in temperature in the Chukchi Sea should and does indicate a 

larger decrease in sea ice extent in the region relative to the Beaufort Sea.  

 

 

Figure 57.  Monthly mean 2m-air temperatures and their trends over the Chukchi Sea (blue) and 

the Beaufort Sea (red) from 1979-2009. 
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Figure 58 is the trend of SST when the region is divided to the Chukchi Sea and Beaufort 

Sea, similar to above for the wind speeds and temperatures analyses.  When the regions are 

separated, clearly the Chukchi Sea (blue) has a much larger increasing trend for all four months, 

with the largest in September.  The Beaufort Sea only shows an increasing trend in September; 

with no real tend in the other months, except a slight decrease in July. 

 

 

Figure 58.  Monthly mean SST and its trends from 1979-2009 for the Chukchi Sea (blue), and 

the Beaufort Sea (red). 
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