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Abstract 

Rotary Traveling Wave Oscillator (RTWO) represents a transmission line based 

technology for multi-gigahertz multiple phase clock generation. RTWO is known for providing 

low jitter and low phase noise signals but the issue of high power consumption is a major 

drawback in its application. Direction of wave propagation is random and is determined by the 

least resistance path in the absence of an external direction control circuit. The objective of this 

research is to address some of the problems of RTWO design, including high power 

consumption, uncertainty of propagation direction and optimization of design variables. Included 

is the modeling of RTWO for sensitivity, phase noise and power analysis. Research objectives 

were met through design, simulation and implementation. Different designs of RTWO in terms 

of ring size and number of amplifier stages were implemented and tested.  Design tools 

employed include Agilent ADS, Cadence EDA, SONNET and Altium PCB Designer. Test chip 

was fabricated using IBM 0.18 μm RF CMOS technology. 

 Performance measures of interest are tuning range, phase noise and power consumption. 

Agilent ADS and SONNET were used for electromagnetic modeling of transmission lines and 

electromagnetic field radiation. For each design, electromagnetic simulations were carried out 

followed by oscillation synthesis based on circuit simulation in Cadence Spectre. RTWO 

frequencies between 2 GHz and 12 GHz were measured based on the ring size of transmission 

lines. Simulated microstrip transmission line segments had a quality factor between 5.5 and 18. 

For the various designs, power consumption ranged from 20 mW to 120 mW. Measured phase 

noise ranged between -123 dBc/Hz and -87 dBc/Hz at 1 MHz offset. 

Development also included the design of a wide band buffer and a printed circuit board 

with high signal integrity for accurate measurement of oscillation frequency and other 
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performance measures. Simulated performance, schematics and measurement results are 

presented.
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CHAPTER 1 

Introduction 

1.1 Background  

The current wireless spectrum in most radio frequency and signal processing 

applications is focused around 900 MHz to 6 GHz. For example, Wireless Local Area Networks 

(WLAN) are, 5.4 GHz to 5.9 GHz; Bluetooth is 2.4 GHz and Mobile Television is between 450 

MHz and 750 MHz. Producing the power needed for analog and digital systems’ applications 

requires two main types of electronic oscillators that produces repetitive electronic signals: the 

harmonic oscillator and the relaxation oscillator, in the form of timing signals. The harmonic 

oscillator produces a sinusoidal output, whereas the relaxation oscillator is often used to 

produce a non-sinusoidal output, such as a square wave or sawtooth.   

Advances in the design of electronic oscillators have resulted into varied forms of design 

implementations. The most conventional design is comprised of an inductor-capacitor (LC) 

resonant tank with a negative resistance compensating amplifier circuit. The approach used in 

this work produces multiple-phase signals and falls into a class of oscillators that utilizes the 

distributed LC nature of a transmission line. The emergence of this new technology called the 

Rotary Travelling Wave Oscillator (RTWO), has witnessed designs in different frequencies as 

low as 925 MHz to about 50 GHz. This underscores the potential of RTWO for UHF to 

Terahertz applications.  

John Wood, who first proposed the concept of RTWO, was successful at presenting 

experimental results of a 0.25 μm CMOS test chip with 950-MHz and 3.4-GHz rings indicating 

5.5-ps jitter and 34-dB power supply rejection ratio (PSRR) [1]. G. Le Grand de Mercey of 

University of Bundeswehr did a similar design resulting in an 18 GHz operating frequency with 
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a phase noise power spectral density of -117 dBc/Hz at a 1-MHz offset from the carrier using 

TSMC 0.13μm CMOS process [2]. A review of recent developments in Standing Wave 

Oscillator designs presented by William Andress and Donhee Ham [3] as well as other 

researchers attest to the fact that Wave-based Oscillators strongly fulfill certain design criteria, 

including high-frequency operation and low-skew low-jitter clock distribution. 

1.2 Research Objectives  

Successful design of RTWO to meet optimal performance measures involves 

simultaneous consideration of all the design variables. Important considerations for oscillators 

in RF and microwave systems include frequency tuning range, power and phase noise. A 

behavioral model helps to make predictions about the system performance. RTWO design is a 

multi-parameter, multi-objective problem. Analytical modeling is important for understanding 

of the working principles and obtaining optimal solutions for the parameters. 

RTWO finds its application mostly in synchronous and timing circuits. The stringent 

performance requirements imply accurate poly-phase signal generation. RTWO is an ideal 

solution as multiple phases of signals are easily available by tapping different positions on the 

transmission line.  

Due to the topologically symmetric nature of the RTWO, the wave rotary direction has 

been attributed to uncontrollable factors such as initial symmetric breaking and least resistance 

path [1-4]. Direction control is necessary as spurious signals propagating in reverse direction 

potentially degrade phase noise. One drawback of RTWO wireless and microwave application 

is its high power consumption. The growing demand for performance in terms of low power 

consumption highlights the need to reduce the power consumption of conventional RTWO.  
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The main purpose of this research is to design, implement and characterize novel 

RTWOs in IBM 0.18μm RF CMOS technology. Specifically, the objectives of this research are; 

 Analytical modeling of RTWO for sensitivity, phase noise and power optimization 

 Design and implementation of direction control technique of oscillation of RTWO  

 Design and implementation of a novel low power RTWO 

1.3 Organization of the Dissertation 

The dissertation is divided into five chapters. Chapter 1 introduces the research topic and 

objectives. Chapter 2 presents literature review of RTWO. Chapter 3 discusses design 

optimization and sensitivity analysis. Design and implementation of RTWO in CMOS 

technology is covered in Chapter 4. Chapter 5 discusses measurement results. Chapter 6 

provides conclusions and suggests future directions. 
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CHAPTER 2 

RTWO Design Review 

This chapter presents literature review of RTWO and conceptual basis of oscillation in 

these structures. Beginning with a general study of oscillator theory, the rotary traveling wave 

oscillator (RTWO) is introduced.  

2.1 Oscillator Theory  

Almost all radio equipment built contains at least one oscillator. It may be a simple 

crystal controlled circuit, a tuned inductor-capacitor (LC) variable frequency oscillator, or even 

a direct-signal synthesizer. Radio frequency (RF) oscillators share a fundamental design concept 

made up of an amplifier whose output is feedback through a frequency selective system. 

Oscillators may be classified in a number of ways. For example, the circuit can be categorized 

by the devices used for the active element and the resonator, such as the bipolar transistor, 

crystal controlled oscillator, and the JFET LC oscillator. Oscillators can be categorized 

according to a historic circuit form, such as Colpitts or Hartley. Additionally, oscillators can be 

classified by the active device configuration, such as common-emitter. Finally, they can be 

classified according to the method used during design, such as negative resistance oscillators. 

Most recently, they can be classified by the propagation of signal such as Rotary Travelling 

Wave Oscillator (RTWOs). Beyond their practical importance, oscillators are highly complex 

circuits that include both positive feedback, which causes oscillation to start at the desired 

frequency, and device nonlinearity that maintains operating amplitude constant with time. An 

oscillator produces a periodic output, usually in the form of voltage by converting DC power to 

AC waveform. As such, the circuit has no input while sustaining the output indefinitely. For 
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oscillation to occur, the circuit or system must satisfy the Barkhausen’s criteria for oscillation. 

A two port linear feedback model of the oscillator is shown in Figure 2.1. 

∑ A(s)

H(s)

 +

 +Vi Vo

 

Figure 2.1. Two port linear feedback model of oscillator  

Most RF oscillators produce sinusoidal outputs, which minimizes undesired harmonics 

and noise sidebands. As shown in Figure 2.1, an amplifier with a transfer function A(s) has an 

output voltage Vo. This voltage passes through a feedback network with a frequency dependent 

transfer function H(s), and is added to the input Vi of the circuit. The output voltage (Vo) in 

terms of the input voltage (Vi) is given by: 

   ( )  
 ( )

   ( ) ( )
  ( ) (2.1) 

If the denominator becomes zero, the closed loop gain of the circuit approaches infinity. The 

circuit amplifies its own noise components at ωo indefinitely making it possible to achieve a 

non-zero output voltage from a zero input voltage, thus forming an oscillator.  

2.2 Conceptual Basis of Rotary Traveling Wave Oscillator (RTWO) 

  Rotary Traveling Wave Oscillator (RTWO) was first introduced as a new transmission 

line approach for gigahertz-rate clock generation [1]. The basic RTWO architecture is a mobius-

ring-like transmission line with cross-coupled inverter pairs distributed along its path as shown 

in Figure 2.2. 
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Figure 2.2. RTWO circuit topology 

The coupled transmission line operates in the odd mode regime imposed by a gain stage 

typically consisting of cross-coupled inverter pairs (CCIPs) with the voltages on the same 

positions having 180
o
 phase difference. In addition to imposing the odd mode operations for the 

differential line, CCIP sustains the oscillation and replenishing the energy loss in the 

transmission line. Compared with LC tank oscillators and other wave-based oscillators, RTWO 

is not susceptible to mismatches due to its unique crossover reverse feedback segments. Once 

enough gain is provided, there is no latch-up danger for this design technique; since it utilizes a 

single-line DC-coupled closed loop structure. Performance of RTWO is compatible with other 

designs including low power consumption, phase noise, and accurate frequency tuning range.  

The reverse feedback imposes a signal inversion after one round delay  ( ), so that 

oscillations between the two polarization states of the line occur with a period of      . There 

are various ways of analyzing the working principle of RTWO. Based on a recent work by Koji 

et al, RTWO can be viewed as a superposition of multiple quarter wave length (λ/4) Standing 
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Wave Oscillators [5] for phase noise analysis. The operating principle of the circuit is also quite 

similar to two distributed voltage controlled oscillators (DVCOs) cross-coupled to each other. 

Another proposed description of RTWO is a cascade of iterative two-port networks as long as 

the cutoff frequency of each continuous transmission line is significantly higher compared to 

the oscillation frequency. Gain stage or CCIP will be used interchangeably throughout this 

work. 

2.3 RTWO – Filter Stage 

2.3.1 Theory of Transmission lines.  Transmission lines can generally be classified as 

distributed resonant filters due to the presence of inductive (L) and capacitive (C) components. 

For one to observe the transmission line effects, wire inductance has to dominate the delay 

behavior relative to wire resistance. The transmission line has the prime property that a signal 

propagates over the interconnection medium as a wave. In the wave mode, a signal propagates 

by alternatively transferring energy from the electric to the magnetic fields, or equivalently from 

the capacitive to inductive modes. Accounting for losses in the conductors and dielectric 

material, transmission lines can be modeled as distributed RLCG electrical model shown in 

Figure 2.3. 

 

Figure 2.3. Lossy single transmission line electrical model 

Many planar transmission line structures have been conceived and variants are still 

being developed. Each structure comprises a combination of metal lines and dielectric layers. 

The dielectric can be a single material or combination of more than one, each with its 



11 

 

 

permittivity ( ). The choice of structure depends upon several factors including the type of 

circuit or sub-system and its operating frequency. Information in a signal is contained in the 

electromagnetic wave and when the electric and magnetic fields are in the plane perpendicular 

to the direction of travel the fields are said to be Transverse Electromagnetic (TEM). If they are 

nearly confined to the transverse plane then they are called quasi-TEM modes.  Figure 2.4 

shows the circuit model of section (∆z) of transmission line. 

R ∆z

1/G ∆z

L ∆z
I(z,t)

C ∆z

I(z+ ∆z,t)

V(z,t) V(z+ ∆z,t)

∆z
 

Figure 2.4. Equivalent circuit model of a length ∆z of a transmission line 

2.3.2 Transmission line equations.  The relevant parameters of a transmission line can 

be obtained by solving the telegrapher’s equations in time domain. In sinusoidal steady state 

condition where the transients are no longer important, the equations in frequency domain 

simplify to: 

 
  ( )

  
  (     ) ( ) (2.2) 

 
  ( )

  
  (     ) ( ) (2.3) 

where z is the direction of wave propagation. The elements L, R, C and G are per unit length 

quantities. The inductance (L) models the energy stored in the magnetic field, while the series 

resistance accounts for losses in the signal line. The shunt capacitance models the energy stored 
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in the electric field whereas the shunt conductance models the losses due to dielectric material 

and ohmic leakage. The two equations solved simultaneously yielding wave equations for 

current and voltage are expressed as:  

 
   ( )

   
    ( )    (2.4) 

 
   ( )

   
    ( )    (2.5) 

where        √(     )(     ) is the complex propagation constant, α and β are 

the attenuation constant (Np/m) and phase constant (rad/m) of the line respectively. Equations 

2.2 and 2.3 result in traveling wave solutions given by: 

  ( )    
        

     (2.6) 

  ( )    
        

     (2.7) 

where e
-γz

 and e
γz

 represent wave propagations in the positive and negative directions in the z 

plane.   
  and   

   represent amplitudes of forward and backward waves at the start of 

propagation which then varies exponentially. Equation 2.6 can be written as:  

  ( )  
 

  
(  

        
    ) (2.8) 

where Z0 is the characteristic impedance of the transmission line given by: 

    
     

 
 √

     

     
 (2.9) 

For design purposes, three cases of propagation are considered for analysis and approximate 

derivation of design equations namely lossless, low loss, and lossy. 

In the lossless limit, R=G=0, the propagation constant parameters α and β are given by   

     √  . The phase velocity (Vp) is given by: 
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(2.10) 

The characteristic impedance is given by: 

    √
 

 
 (2.11) 

In the low loss limit, R<<ωL and G<<ωC, the propagation constant parameters α and β are 

given by [6]: 

   
 

 
√

 

 
 

 

 
√

 

 
 

 

   
 

   

 
 (2.12) 

    √    

In the lossy limit, α and β are given by [6]: 

   √
 

 
 √  (  )     (  )  (  ) ] (  )  (       )] (2.13) 

   √
 

 
 √  (  )     (  )  (  ) ] (  )  (       )] (2.14) 

2.3.3 RTWO travelling wave equation.  The energy injected at any point by the 

amplifier into the Mobius ring will typically split equally and will travel symmetrically along 

the ring in both forward and backward direction .The direction of wave propagation once 

oscillation is initiated is guided whether forward and backwards. Assuming the waves are 

travelling clockwise (forward), such waves are amplified whereas any backward travelling 

waves are attenuation. In simplistic terms, the initial current that is driven by thermal voltage 

always takes the path of least resistance and this dictates the initial direction of propagation 

though this direction can be interrupted and controlled. After oscillation is sustained by a 

combination of positive feedback and Barkhausen criteria, self-locking directivity of travel is 
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maintained by the non-linear latching action of the amplifiers. A latched state is level sensitive. 

An attempt by the backward energy to cause a further switching into a new state will be resisted 

due to self-locking directivity of the amplifiers. Perfect symmetry of RTWO is not possible due 

to layout mismatch. In a practical RTWO structure, the voltage and current of backward 

traveling waves are of small amplitude compared to the forward traveling waves. We will 

discuss the effect of the ON resistance of the amplifiers on these waves and its role in 

maintaining established direction in chapter 3. Least resistance path, ON resistance, and 

directivity of non-linear latching actions all combine to define the direction of propagation. It is 

desirable to operate RTWO in the strongly nonlinear region due to the possibility of backward 

wave propagation. The weakly nonlinear region which represents the transition between the 

linear and saturated regions promotes backward wave propagation. To do this one needs to pay 

attention to the sizing of the active devices. Backward waves cause the perturbation of 

fundamental travelling wave which degrade phase noise. Equation 2.6 can be rewritten as: 

  ( )  (  
    

 )       
 (        ) (2.15) 

For a forward wave dominated mode of operation, equation 2.15 simplifies to:  

  ( )    
      (2.16) 

where   
   . Small signal analysis to determine startup condition will be based on this 

simplification. 

2.3.4 Transmission line design parameters.  Microstrip line, coplanar waveguide, 

coplanar stripline and differential coplanar waveguide are some of the most common 

transmission line structures for propagating electromagnetic wave from one point to the other. 

Figure 2.5 shows the 2-D models of these structures. 
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Dielectric layer

(a)
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Figure 2.5. (a) Microstrip line; (b) Coplanar Stripline; (c) Differential Coplanar Waveguide 

The common structures used for RTWO distributed filter is either the differential 

coupled microstrip line or the differential coupled coplanar waveguide. Differential propagation 

involves two conductors placed a distance away from each other. The physical parameters of 

interest to an RTWO designer include width, spacing, metal layer thickness, effective dielectric, 

and distance from the reference plane. The metal layer thickness, the effective dielectric 

constant are process dependence, leaving the designer with the width and spacing to vary to 

optimize for the desired performance. 

 The selection of width and spacing determines the RLGC parameters of the line which 

affects the propagation constant (γ), characteristic impedance (Z0) and quality factor (Q). Small 

spacing between lines creates low inductance because of the high flux cancellation in the tight 

loop. Capacitance (C) is a function of signal spacing to the return path. Small spacing creates a 
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large capacitance value. In RTWO design, Z0 is an important parameter which affects the 

oscillation conditions, the resulting wave form and the phase noise. The Q-factor affects the 

phase noise and γ affects the oscillation condition. The latching characteristics of the cross 

coupled inverter forces the RTWO to operate in the differential or odd mode. The fast wave 

(even) mode is undesirable since it leads to power dissipation. Assuming negligible losses, Z0 in 

slow wave or odd mode can be expressed as [7]: 

         √
  

  
 (2.17) 

where differential inductance (L0) = Ls-M and differential capacitance (C0) = Cs+2Cc. Ls and M 

are self and mutual inductance respectively. Cs and Cc are the self and coupling capacitance 

respectively. All parameters for calculating Z0 are in per-unit-length. The per-unit-length 

differential inductance (L0) taking into account mutual inductance can be calculated using 

expression in [8] given as: 

    (
  

 
)    {(

   

   
)   } (2.18) 

where s is the spacing between the  conductors, w is the width of the conductor and t is the 

thickness of the conductor. 

The coupling capacitance (Cc) can be computed using [9]: 

        (     (
 

 
)       (

 

 
)       (

 

 
)     )  (

 

 
)     (2.19) 

where h is the effective dielectric height. 

Self-capacitance (Cs) and inductance (Ls) can be computed as: 

    
 

     
 (2.20) 
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     (2.21) 

where Vp is the phase velocity. The resistance of the line can be accounted for as DC resistance 

(Rdc) at low frequencies or AC resistance (Rac) at high frequency typical called skin resistance. 

The effective resistance is the average of the two resistances. At low frequencies, the current 

flowing through a conductor spreads out evenly and DC losses per unit length is determined by 

the cross sectional area and the resistivity of the material. As frequency increases, the current 

migrates towards the periphery of the conductor typically known as the “skin effect”. Skin 

effect creates a skin depth (δ) as shown in Figure 2.6. 

W

t

δ 

 

Figure 2.6. Microstrip line with annotated skin depth 

The skin effect creates a depth of resistive region where current is concentrated and this 

causes resistance to increase above the nominal DC resistance. At high frequencies, AC 

resistance becomes significant and is approximated as:  

 
    

  

   
 

  

  √
 

   

 
(2.22) 

where   is the skin depth thickness, μ is magnetic permeability of the conductor, L is the 

conductor length, w is the conductor width, f is the signal frequency, and ρ is the resistivity of 

the conductor. 
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2.3.5 Transmission line modeling – Extracting RLGC.  The schematic entry and 

simulation of RTWO requires precise extraction of RLGC parameters of the transmission line 

section and additional parasitic capacitances from the amplifier stage. Extraction of 

transmission line parameters is done typically at the highest possible frequency of operation. 

Extraction helps the designer to perform transient, periodic steady state, and sensitivity analysis. 

The top metal layer of a process metal stack is mostly used to fabricate the differential lines 

because of the reduced sheet resistance and thicker dielectric layer over the substrate. The first 

step in the extraction process involves the measurement of the s-parameters and conversion to 

RLGC. Conversion can either be by curve fitting or approximate mathematical formulas. 

Approximate mathematical formulas can be found in the works by Degerstrom et al [10] and 

Sampath, M.K [11]. In chapter 4 the results of extraction using curve fitting will be presented. 

2.4 RTWO – Amplifier Stage 

The amplifier or gain stage in most RTWO topologies and LC oscillators is realized by 

connecting two inverters back-to-back. Without a current source, RTWO operates in the 

voltage-limited regime and the amplitude of the filter tank is limited by the voltage supply. 

Even though this topology benefits from the omission of additional noise from the current 

source, the power supply has to be kept stable to avoid frequency pushing and perturbation 

noise injection. With a current source bias, the amplitude of the filter tank is estimated as: 

          
     

     
 (2.23) 

where gline is the conductance of the distributed filter (transmission line) and Ibias is current that 

sets the operating point of the oscillator. Another implementation of the amplifier involves all 

NMOS transistors. All NMOS CCIP is ideal for high frequency operation of RTWO. Figure 2.7 

shows the schematic of the cross-coupled inverter pair. 
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Figure 2.7. Complementary cross-coupled inverter without current source 

2.4.1 Qualitative model of CCIP.  In order to derive the qualitative model we first plot 

the response of CCIP to a differential input signal. The response is a plot of current versus 

voltage. The plot identifies the various regions of operation and helps us validate the CCIP as a 

negative resistance element for a range of voltage inputs. Figure 2.8 is test circuit for such 

analysis. 

Vdd

-Vdd/2 to Vdd/2

-Vdd/2 to Vdd/2

Vdd

Vdd/2

Ip-In

IBVB

IAVA

 

Figure 2.8. Differential response test circuit 
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Figure 2.9 shows the current versus voltage as a sinusoid with two ohmic and one gain 

regions of operation. 

 VA 

IA

3

2

1
Gain

Ohmic

 

Figure 2.9. Plot of current versus differential voltage 

For a symmetric case, the line current through the CCIP can be approximated as: 

       
   

 
    

[
 
 
 
 

  
  

   
 ⁄
]
 
 
 
 

 (2.24) 

where gm is the differential transconductance, Vdd is the supply voltage and ∆V is the 

incremental voltage where the line voltage switches from a low voltage level to a high voltage 

level. From equation 2.24: 

I=0 f r ∆ =0,  dd/2, -Vdd/2 

I<0 f r ∆ >0 

I˃0 f r ∆ <0 
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The maximum differential negative resistance (-1/ gm) is determined when ∆V→0 and ∆I→0 

taking into account transient effects. For quantitative analysis, the asymmetry of CCIP and 

transmission line has to be included.  

2.5 Integrated Amplifier and Filter Stages 

A negative resistance model of an oscillator is a one port model as shown in Figure 2.10. 

Resonator Active circuit

Rr Ra=-Rr
 

Figure 2.10. One port negative resistance model 

The negative resistance of the active circuit compensates for the energy lost from the 

passive resonator network in every cycle of oscillation. Even if Barkhausen criteria stipulates 

equal absolute values of resistance, the –Ra is practically chosen to be more negative to ensure 

good start-up and amplitude stability conditions. 

2.5.1 Oscillation startup condition.  Oscillation typically starts with the pole placement 

in the right hand side (RHS) of the S-plane (open loop gain >1) and approaches marginal 

stability at the pole placement on the imaginary axis (open loop gain =1). With marginal 

stability the closed loop gain is infinite, a necessary condition to sustain oscillation with 

negligible perturbation in the oscillation amplitude. The small signal model for oscillation 

startup analysis is shown in Figure 2.11. 
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Figure 2.11. Small signal equivalent circuit 

In order to determine the startup condition for RTWO, we first construct a small signal 

model shown in Figure 2.11. Assuming an injected signal at node A, the open loop gain after 

reverser feedback is computed by observing the signal at node B. The equivalent impedance 

seen by the –Gm cell at the point of current injection is given by Z0/2. As the injected signal 

propagates along the line, it experiences repeated attenuated and amplification. It must be noted 

that the periodic loading by the active devices breaks the circuit into cascades of coupled two 

port networks. The total transconductance (gm) is an integral sum of the individual gm per 

section. The voltage gain that an incoming signal sees at each loading node is given by: 

    
 

 
     (2.25) 

where Z0 is the characteristic impedance of the line which is constant irrespective of the number 

of sections. The low frequency round trip total open loop gain of the oscillator without 

considering inherent losses is given by: 

    
 

 
     (2.26) 

where N is the number of  sections  

The voltages at the loading nodes of the amplifier stages can be expressed as: 
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where l is the section length. The observed signal at node B is given by: 
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     (    ) (2.28) 

where N is the number of sections. The open loop gain is defined as: 

  ( )  
  

  
  (
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     (    ) (2.29) 

From equation 2.29, Barkhausen criteria is satisfied for the case of positive feedback if: 
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    )      (   ))

 

   (2.30) 
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(2.32) 

The imaginary part accounts for phase synchronization and must be ignored. Equation 2.32 can 

be reduced to: 

 
(
 

 
    )      (   )    

(2.33) 

where the electrical length (βl) is given by: 

    
  

 
 

(2.34) 

where n is an arbitrary odd integer. For four sections (N=4) and a fundamental mode of 

oscillation, the electrical length is 45
0
. The transconductance (gm) required for oscillator is given 

by: 

 
   

 

  
    (  ) 

(2.35) 
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2.5.2 Frequency and amplitude estimation.  Unlike the transmission line with infinite 

bandwidth, the RTWO is bandwidth limited with the highest possible frequency determined by 

the cutoff frequency of the equivalent lump section of the line. A lump section model typically 

consists of passive parasitics (RLGC) from the line, amplifier stage and loading elements as 

shown in Figure 2.12.  

Km

A B

C D

Cinv

Rs Ls

Rs
Ls

Cs

Cs

Cm

 

Figure 2.12. RF macro-model of one segment 

Ignoring any other loading elements, the RF macro model is used to determine the 

design parameters namely characteristic impedance (Z0), phase velocity, time delay, cutoff 

frequency and oscillation frequency. The Cinv represents the capacitive parasitics from the 

CCIP. Km represents the inductive coupling coefficient between the two lines. The input 

impedance of an unloaded transmission line is high at the fundamental frequency and its 

harmonics owing to the infinite bandwidth. Thus a square wave injected into the line will 

produce a near square wave. Loading the line periodically reduces the fractional bandwidth for a 

given frequency of input signal and waveform. Another way to determine the waveform of 
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RTWO is to compare the relative speed of CCIP to the transmission line.  For a faster CCIP, the 

state of marginal stability is characterized by a sudden change or relaxation between the ground 

potential and supply voltage. Oscillator amplitude either saturates (or cutoff) and stay that way 

for some time (pulse width) depending on the frequency before it becomes linear and heads for 

the opposite power rail. A faster gain stage will generally produce non-sinusoidal or quasi-

square waves due to bandwidth limitation. The sinusoidal waveform is obtained for the case 

slower CCIP and faster line. The oscillation frequency is typically found by extracting the total 

inductance and capacitance and is given by: 

 
     

 

 √    

 
(2.36) 

where LT and CT are the total inductance and capacitance respectively. 

Alternatively, the oscillation frequency can be expressed in terms of the phase velocity and the 

single round travel length as: 
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where l is the ring length for half cycle. L0 and C0 are inductance and capacitance per section 

length. The cutoff frequency or bragg frequency is given by: 
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(2.39) 

where             ⁄ ,             ⁄ . Nseg is the number of sections. LT and CT are the 

total inductance and capacitance respectively. The amplitude of oscillation (A) is determined by 

the product of the equivalent resistance (Req) of the filter tank and the differential current (Idiff) 



26 

 

 

injected by gain stage. Assuming a near square output at a tap point, the waveform can be 

expressed as: 

 
 ( )  (         
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(2.40) 

The relationship between operating frequency and cutoff frequency determine the harmonic 

content of voltage waveform. A limit on the number of iterative elements limits the number of 

harmonics. Under a low-loss approximation, the number of harmonics that can be sustained is 

given by [2]: 
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CHAPTER 3 

Design Optimization and Sensitivity Analysis 

This chapter deals with methods and techniques for improving the performance of 

RTWO. The critical parameters of RTWO design are studied through theory, simulation, and 

verified by board level prototype circuits.  

3.1 Characteristic Impedance (Z0) and Quality Factor Optimization 

The performance of RTWO is dependent on the value of Z0. In the following sections of 

this chapter we explore the impact of Z0 on oscillation startup, system bandwidth, quality factor, 

waveform shape, phase noise, and power consumption. In the analysis of the startup condition, 

we observed that the transconductance of the gain stage for oscillation has an inverse 

dependence on Z0. For a fixed transmission line length, increasing Z0 will reduce the required 

gm of the amplifier stage. In high frequency application, designing with the minimum possible 

transistor sizes while maintaining amplification and oscillation is important for achieving the 

high operating frequency. Table 3.1 shows the required minimum gm for different coupled 

microstrip transmission lines. While maintaining a constant spacing of 20 μm between two 

coupled transmission lines, the width of the line was varied from from 2 μm to 40 μm. Line 

length is 400 μm. For each step, we calculate exp(αl) , the corresponding Z0, and the required 

minimum Gm. The coupled transmission line uses top metal layer for signal lines and lower 

metal layer (metal 1) as the ground layer. For most transmission lines in RFICs, conductor and 

dielectric losses are relatively low and attenuation constant in low loss limit is given by: 
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(3.1) 

Since    , α reduces to: 
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Figure 5.5. Signal power comparison of RTWO designs 

Figure 5.6 shows a typical power spectrum measured for R1 for bits 0000 at the fundamental 

frequency. The targeted tuning range was 2 GHz – 4.5 GHz. RTWO (R1) tuning range 

measured from 2 GHz – 3.9 GHz which is close to the target. 
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Figure 5.6. Typical power spectrum of RTWO (R1) at fundamental frequency 

 In order to observe the wide band nature of RTWO, the power spectrum was observed 

over a span of 26.5 GHz. Figure 5.7 shows the results of this measurement. 
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Figure 5.7.Typical power spectrum – wide band 

Figure 5.8 shows the phase noise spectrum measured for R1 for bits 0000 at the 

fundamental frequency. The phase noise at 1 MHz offset was -122.61 dBc/Hz. This is 

comparable to phase noise in LC oscillators which are known to be low. 
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Figure 5.9. Power spectrum of RTWO (R5b) – Measured 

Figure 5.9 shows the power spectrum of the two RTWOs being compared with loses 

from the output buffer and cables de-embedded. The difference in frequency is due to parasitics 

and process variations. Tuning elements are not included and both RTWOs are free running 

oscillators. Table 5.4 summarizes the measured results of performance measures. 

Table 5.4 

Performance Comparison of RTWO with CCIP and RTWO with CCNPP 

RTWO with traditional CCIP RTWO with half-circuit CCIP (CCNPP) 

Frequency (GHz) 12.2  Frequency (GHz) 11.03 

Power consumption (mW) 38  Power consumption (mW) 30 

Signal power (dBm) -16.28 Signal power (dBm) -17.21 

PN @ 1 MHz (dBc/Hz) -87.26 PN @ 1 MHz (dBc/Hz) -98.24 
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Figure 5.13. Standing wave mode of RTWO (R7) – Magnified  

The second proposed direction control circuit is based on transmission line offset. 

RTWO with anticlockwise wave rotation was designed and implemented. Figure 5.14 shows the 

measured waveform from two tapped node with a predicted phase of 90
0
. The negative phase 

indicates signal at Vout_90
0 

is advanced relative to Vout_0
0 

which agrees with simulation 

results. Low amplitude in measurement is attributed to the parasitic ground inductance which 

limits the swing on the line, as well as losses due to package and PCB parasitics. 
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Figure 5.14. Traveling wave mode of RTWO (R6) 

Simulated RTWO frequency was 2.09 GHz compared to 2.24 GHz measured value. 

Phase difference was measured to be 58
0
 compared to 90

0
 in simulation. This discrepancy is due 

to the mismatches of the signal paths from chip to oscilloscope. 

5.3.4 Buffer circuit. Buffer was tested by measuring the power gain for a 0 dBm input 

power at different frequencies. Frequency range is 3.4 GHz to 13 GHz. Figure 5.15 shows a 

comparison between measured and simulated power gain of buffer. 
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Figure 5.15. Simulated and measured power gain (dB) comparison  

The measured current consumption is 8mA compared to 15mA simulated which 

explains the difference in power gain shown in Figure 5.15. 
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CHAPTER 6 

Conclusion and Future Research 

Rotary travelling wave oscillator has become an alternate solution for clock generation 

in application where distribution of clock signal with minimum skew is a key factor. Wide 

range of applications require continued improvement and advances in CMOS RTWO design. 

Low phase noise and low power consumption dominate design requirements. The objective of 

this research was to address some of the problems of RTWO design including high power 

consumption, uncertainty of propagation direction and optimization of RTWO design 

parameters.  

The drive for process technology scaling is to reduce power and increase operating 

frequency. A novel cross connected NMOS-PMOS (CCNPP) with balance resistor was 

proposed and implemented as an alternative to CCIP. With CCNPP as the gain stage RTWO 

achieves low power operation, operating at a higher frequency compared to RTWO with CCIP.  

Propagation direction in RTWO is primarily accomplished through least resistance path 

in the RTWO structure. Direction is random and will not be desirable in synchronous and poly-

phase mixer applications where accurate phases of the signal are necessary. Typical direction 

control techniques require an external circuit that preempts defined direction and reverses wave 

propagation. Such circuit adds to the current budget and may not be best for power constrained 

applications. An offset technique which involves connecting one of the CCIPs through a section 

of transmission line was proposed and implemented. Measurement results confirmed that this 

technique works well introducing negligible asymmetry. Another proposed technique that uses 

an external direction control signal and CCIP implemented using NAND gate was designed and 

implemented. Whereas the simulation results predicted direction control, measurement results 
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were inconsistent with the simulation. A probable cause is the low voltage swing that was 

observed for most of the RTWO designs implemented. We suspect that ground bounce due to 

layout issues may have caused low signal swing. 

Techniques to improve RTWO performance were also verified through design and 

implementation of different structures. To do this different RTWO designs with varying 

structures in terms of ring size, meandering, and number of CCIPs were implemented. 

Noticeably, it was verified that increasing the number of sections improves phase noise. The 

wide band tuning capabilities of RTWO was ascertained with one RTWO design measuring 

about 2 GHz tuning range (2 GHz to 3.9 GHz). 

We derived closed form expressions for the time constant and propagation delay of 

CCIP. It will be of interest to explore this technique in the future to speed up the CCIP which 

helps to increase RTWO frequency. 

RTWO design is a multi-objective, multi-parameter design problem. In this work, an 

optimization process using genetic algorithm and neural networks is developed to help the 

designer with selecting transmission line parameters that reduces both power consumption and 

phase noise without one objective dominating the other. The effect of the gain stage was not 

optimized but can be included as a variable in future work. 

A buffer circuit that combines the advantages of push pull amplifier and current mode 

logic amplifier with miller feedback was implemented. The two stage buffer circuit achieves a 

simulated wide tuning range up to 25 GHz and high power efficiency. A single ended buffer 

topology was implemented and such designs are susceptible to substrate noise. For future work, 

a differential version can be implemented and characterized.  Major contributions of this work 

include; (i) Implementation of a novel RTWO based on cross connected NMOS and PMOS 
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pairs (CCNPP), (ii) Implementation of a novel direction control technique based on “offset 

CCIP” section, (iii) RTWO design optimization based on Genetic Algorithms and Neural 

Network, and (iv) Implementation of a compact two stage CMOS buffer for driving 50 Ω load. 
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