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Abstract 

Pollution of groundwater can be harmful to the environment. The use of subsurface contaminant 

transport models, combined with stochastic data assimilation schemes, can give on-target 

predictions of contaminant transport to enhance the reliability of risk assessment in the area of 

environmental remediation. Observation data are required to guide the deterministic system 

model to assimilate the true state of the contaminant. Modeling the behavior of contaminant in 

groundwater is imperative in predicting the fate of the pollutant, in risk assessment, and as a 

preceding step of the remission process. In this study a two-dimensional transport model with 

advection and dispersion is used as the deterministic model of contaminant transport in the 

subsurface. An Adaptive Extended Kalman filter (AEKF) is constructed as a stochastic data 

assimilation scheme to meliorate the prediction of the contaminant concentration. Simulation 

results are shown to compare the performance of the numerical, the Extended Kalman filter and 

the AEKF. The effectiveness of the AEKF is determined by using a root mean square error 

(RMSE) of pollutant concentrations in contaminant transport modeling. 

The results of the models indicate that, at the end of the simulation, the introduction of the 

Extended Kalman filter improved the deterministic model prediction by reducing the model error 

from 28 mg/L to 18 mg/L, thus improving the prediction accuracy by approximately 35.7%. The 

AEKF was successful in reducing the errors in the Extended Kalman filter prediction from 18 

mg/L to 11 mg/L hence ameliorating prediction accuracy by approximately 38.9%. In general, 

the implementation of the AEKF was successful in improving the prediction accuracy of the 

deterministic model by about 60.7% which shows a substantial improvement in the prediction of 

the contaminant concentration in the subsurface environment.  
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CHAPTER 1 

Introduction 

The groundwater resource needs protection because of its utility to humans, the important 

role it plays in hydrological processes such as base-flow and also its susceptibility to pollutants. 

Some communities and cities in the United State of America depend solely on groundwater for 

water supply. Groundwater accounts for an estimated 20% of the total water usage in the United 

States and approximately 53% of the population rely on groundwater as a source of drinking 

water (NGWA and USGS, 2003). 

 Groundwater contamination occurs when man-made products such as gasoline, oil, road 

salts and chemicals get into the groundwater and cause it to become unsafe and unfit for human 

use. Some of the major sources of these products, called contaminants, are storage tanks, septic 

systems, hazardous waste sites, landfills, and the widespread use of road salts, fertilizers, 

pesticides and other chemicals. According to the United States Environmental Protection Agency 

(USEPA), about 15-20% of the over 1.8 million underground storage tanks containing petroleum 

products and other hazardous chemicals are either leaking or are expected to leak in the future 

(Chen et al., 1996). There are estimated to be over 10 million storage tanks buried in the United 

States and over time the tanks can corrode, crack and develop leaks. If the contaminants leak out 

and get into the groundwater, serious contamination can occur.  

The Kalman filter is essentially a set of mathematical equations that implement a 

predictor-corrector type estimator that is optimal in the sense that it minimizes the estimated 

error covariance, when some presumed conditions are met. The simplicity of implementation and 

of the underlying mathematics has made the Kalman filter a popular tool for data assimilation 

problems. Because of its robustness, the filter has been applied to a wide range of problems often 
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regardless of the original assumptions. Besides the fact that the model should be linear, the 

central assumption that makes the Kalman filter a best linear unbiased estimator is that both 

model and observation errors are zero-mean and uncorrelated in time. The Kalman filter is the 

most commonly used state estimator in the target tracking problem, and its performance has been 

almost error free in situations where the target dynamics follow the model to a large extent 

(Welch and Bishop, 2006).  The Kalman filter (KF) is a data assimilation technique that is able 

to process data recursively to generate optimum estimates of the state. The KF can be used for 

past, present and future state estimates (Welch and Bishop, 2006). Kalman filters are the best 

option to be used at the receiving end of the system.  

A distinctive feature of the Kalman filter is to describe the mathematical formulation in 

terms of state-space concepts. Its solution is recursive, each updated estimate of the state is 

computed from the previous estimate and for new input data only the previous estimate is 

required to be stored (Khan and Khaled, 2010). But for situations where the target is actively 

maneuvering, i.e. doesn’t follow the system model for most of the time, the Kalman filter has 

faltered in the estimation of states. Many advances in the Kalman Filter like the Neural Extended 

Kalman filter (Kathleen and Stephen, 2006); non-linear, non-Gaussian Kalman Filter and Hybrid 

Kalman Filters have been employed for tracking maneuvering targets. These filters, impressive 

as they are in their performance, are computationally complex and their correction capabilities 

can be redundant in cases where there is little or no measurement noise. 

In evaluating the expected behavior of systems for contamination remediation, and in 

predicting the future accumulation of contaminant migration, a subsurface contaminant transport 

model plays a significant role in explaining how a plume of contamination develops. 
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In this study, an Adaptive Extended Kalman filter (AEKF) scheme is constructed by 

regulating the system error covariance and the optimal Kalman gain in order to reduce the effect 

of errors in the process and observation noise statistics during filter operation. The performance 

of the AEKF is compared with the numerical model and the Extended Kalman filter (EKF) in 

relation to the true field simulation. The effectiveness of the AEKF, EKF and the numerical 

model are assessed using root mean square error. The AEKF scheme is expected to improve the 

stability and convergence performance of the filter. The simulation is executed using a two-

dimensional subsurface contaminant transport model. The Subsurface environment is considered 

to be heterogeneous; therefore, there are uncertainties in hydraulic parameters and the prediction 

model. Better prediction of subsurface contaminant transport will largely depend on the 

reliability of the parameter and the model used (Chang and Li, 2006). 

The objectives for this research are to: 

(1) To improve the prediction of  contaminant plume using Adaptive Extended Kalman filter 

and Extended Kalman Filter in a subsurface environment 

(2) To examine the  performance of the Extended Kalman Filter and Adaptive Extended 

Kalman filter 
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CHAPTER 2 

Literature Review 

Information on the movement and behavior of contaminants in the subsurface at polluted 

location is necessary to comprehend the nature of the existing problem and the current or 

potential public health or ecological risks in order to put into place site-specific cleanup goals 

that are viable and to design a remediation program that is affordable, reliable and likely to 

achieve the cleanup goals. Knowledge of groundwater contaminant is required to avoid pumping 

contaminated water for human consumption. 

The rate of change of dissolved solute with flowing groundwater is known as advection 

(Gorelick et. al., 1993). The amount of contaminant concentration transported is a function of 

time. Advection transport contaminants at different rates in each layer. Contaminant moves from 

an area of higher concentration towards an area where the concentration is less by a process 

called diffusion (Fetter, 1993). Diffusion can also take place when contaminant concentration in 

one stratum is greater than an adjacent stratum on condition that the adjacent stratum has the 

required porosity. Freeze and Cherry (1979) discussed retardation as the ratio between the 

velocity of the transporting fluid and that of the solute. Retardation is usually expressed as a 

number between one and infinity without units. First order decay rate is used in the two-

dimensional transport model. 

Hesham et al. (2009) developed a conceptual model to account for the different 

physiochemical and biological processes, reaction kinetics, and different transport mechanisms 

of the combined system (contaminant–colloids–bacteria). The presence of colloids affects 

contaminant transport in aquifers either by facilitation if the colloidal particles have smaller 

retardation factor than that of the contaminant or by retardation if they have a larger retardation 
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factor. Knowledge about the transport and fate of bacteria and viruses in porous media is 

essential for developing bioremediation strategies of contaminated sites (Rogers and Logan, 

2000). It is expected that the model is capable of simulating contaminant transport in the 

presence of colloids and bacteria. Colloids and bacteria (microorganisms) naturally exist in 

groundwater aquifers and can significantly impact contaminant migration rates. 

In another study, Park and Zhan (2001) investigated an Analytical solutions of 

contaminant transport from finite one, two, and three-dimensional sources in a finite-thickness 

aquifer. Their paper provides analytical solutions of contaminant transport from one, two, and 

three dimensional finite sources in a finite-thickness aquifer using Green’s function method. A 

graphically integrated MatLab script is developed to calculate the temporal integrations in the 

analytical solutions and obtain the final solutions of concentration. Contaminant transport in the 

subsurface has been one of the most important research topics in the hydrological sciences and 

engineering in the last four decades (Bear, 1972; Gelhar, 1993; Domenico and Schwartz, 1998; 

Fetter, 1999). 

 Although many transport problems must be solved numerically, analytical solutions are 

still pursued by many scientists because they can provide better physical insights into the 

problems. Analytical solutions are usually derived from the basic physical principles and free 

from numerical dispersions and other truncation errors that often occurred in numerical 

simulations (Zheng and Bennett, 1995) Dispersion coefficients are assumed to be constants at all 

scales rather than scale-dependent variables as described (Gelhar, 1993) 

Lin et al. (2010) developed a simplified numerical model of groundwater and solute 

transport .The simplified numerical model of 3-d groundwater and solute transport was used at 

large scale area. The validity of the developed 3-D groundwater model is tested with the typical 
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pumping and backwater scenarios. The solute transport module is tested against computing 

results using the MT3DMS Based on a representative 3-D pollution case. A variety of analytical 

solutions derived from the basic physical principles have been presented which are mostly 

suitable under special boundary conditions. The capability and high efficiency to predict non-

stationary situations of free groundwater surface and solute plume in regional scale problem is 

quantitatively investigated. It is shown that the proposed model is computationally effective. 

When predicting solute plume, high computation efficiency is achieved with the simplified 

model. 

A three-dimensional numerical model for groundwater flow and heat transport is used to 

analyze the heat exchange in the ground (Lee, 2011). The influence of pressure gradient, which 

determines the velocity of regional groundwater flow, is most substantial. At present, the use of 

computer modeling constitutes an integral part in the prediction and evaluation of geothermal 

performance (Breger et al., 1996). The effect of pressure-specified boundary conditions was first 

evaluated. To evaluate the sensitivity of groundwater flow to the performance of the Standing 

Column Well (SCW) system is essential to provide an optimized configuration and operation 

schedule for boreholes on the site. 

Chemicals entering the subsurface can spread downward and laterally, contaminating a 

large volume of soil, and may reach the groundwater or degrade pipe and utility lines. A major 

concern is how and to what extent these contaminants affect the drinking water supply. 

Mathematical and numerical modeling of the fate and transport of chemical species in the 

subsurface has become a critical area of research over the past several years. Spills, improper 

disposal, and leaking storage tanks are but a few of the ways that chemicals infiltrate the 

subsurface. 
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 Computational algorithms have been formulated and implemented on distributed 

memory computer platforms for modeling multiphase flow and reactive transport problems in 

porous media. There are several remediation strategies being studied, depending on the type and 

location of the contaminants and whether they are in the groundwater or trapped in partially 

saturated soils. Generation models of flow through porous media with general aqueous reactions 

(Walsh et al., 1984) showed the importance of developing a theoretical understanding of the 

dynamics of concentration fronts (Bryant et al., 1987, Dria et al., 1987).  

A mathematical formulation and some numerical approximation techniques are described 

for a system of coupled partial differential and algebraic equations describing multiphase flow, 

transport and interactions of chemical species in the subsurface (Todd et al., 1995). The ability to 

account simultaneously for fluid flow and chemical reactions is essential for evaluating many 

groundwater contamination problems. 

Mathematical models have been recognized as the most effective tool for explaining how 

a plume of contaminant evolves. Subsurface contaminant transport models can describe the 

spatial and temporal distribution of contaminant as well as their movement to potential receptor 

points (Tam and Beyer, 2002). In order to design cost-effective remediation systems for 

contaminated sites, a detailed understanding of the flow and transport of contaminants is 

required. Over the past few decades, various efforts have been made to understand the fate and 

transport of pollutants in the subsurface. However, a number of factors including the difficulty in 

determining the field coefficient of dispersion and velocity of water as well as the challenges 

involved in the quantification of chemical reaction terms have limited the routine use of such 

models. Regional size models which neglect the effects of dispersion have also had limited 

success due to the scarcity and poor quality of field data. 
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Cheng and Yeh (1998) addressed the issue of development and demonstrative application 

of a 3-D numerical model of subsurface flow, heat transfer, and reactive chemical transport. The 

flow equation is discretized by the Galerkin finite element method. Modeling of chemical 

transport in subsurface systems incorporating chemical equilibrium and kinetics-controlled 

reactions along the flow path has become one of the major task facing hydrogeologists and 

geochemists today. The increasing public concerns about ground water contamination directed 

the attention of ground water hydrologists to the study of the transport of chemicals in subsurface 

systems in the field of ground water hydrology. Tompson and Jackson (1996) also pointed out 

how chemical heterogeneity can affect the overall mobility and species configuration within 

contaminant mixture in the subsurface. 

Gerald (2011) applied the finite difference method to a partial differential equation. The 

partial differential equation is replaced with a discrete approximation in the numerical solution. 

The backward time, centered space (BTCS) was formulated and applied to one-dimensional heat 

equation. Complete MatLab code for the scheme was presented which was working. The finding 

in the studies shows that the backward time, centered space scheme is just as accurate as the 

forward time, centered space (FTCS) scheme. 

The Kalman filter is a data assimilation technique that is able to process data recursively 

to generate optimum estimates of the state. Chang and Jin (2005) improved the efficiency of a 

contaminant transport models by using Kalman filter with regional noise. The Kalman filter can 

be used for past, present and even future state estimates (Welch and Bishop, 2006). The 

effectiveness and efficiency of the Kalman filter is due to its ability to handle dynamic and 

stochastic processes, providing optimal solutions for linear systems (Chang and Jin, 2005). The 
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contaminant state distribution and its corresponding noise fields are assumed to be Gaussian in 

the operation of the Kalman filter.  

The data assimilation scheme of the Kalman filter is particularly effective when both 

system and observation models are linear (Welch and Bishop, 1995).  The implementation of 

Kalman filter requires that the complete a priori statistical knowledge of the process noise and 

measurement noise are available. Most applications of Kalman filter in hydrology have been 

done based on Gaussian noise assumptions. The Kalman filter data assimilation scheme is 

particularly effective when both system and observation models are linear (Welch and Bishop, 

2006). Chang and Latif (2007) applied Kalman filter as well as Particle filter in a one 

dimensional leachate transport in subsurface. The Kalman filter has been used in subsurface 

contaminant transport and groundwater flow modeling for last three decades (Chang and Jin, 

2005; Eppstein and Dougherty, 1996; Geer, 1982; Zou and Parr, 1995). 

The Extended Kalman filter is the nonlinear adaptation of the Kalman filter which gets 

into a linear form about an estimate of the current mean and covariance. Chang and Latif (2010) 

applied Extended Kalman filter to improve the accuracy of a subsurface contaminant transport 

model. The effectiveness of Extended Kalman filter was tested using the root mean square error 

(RMSE). The Extended Kalman filter gave a favorable prediction than the numerical and the 

Kalman filter. 

In another study, Zhang and Zhao (2011) investigated the performance comparison and 

analysis of Extended Kalman filters for global positioning system (GPS) / dead reckoning (DR) 

navigation. Several nonlinear filtering algorithms based on the dead reckoning and the global 

positioning was proposed. A central problem in many engineering and contemporary 

applications in science lies in developing techniques for real-time statistical estimation of a state 
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of a complex natural system based on partial observations and an imperfect model. Recently, 

Stochastic Parameterization Extended Kalman Filter was used as benchmark for propagating the 

mean and covariance of the augmented forecast model (Branicki et al., 2012). The sole reasoning 

of the filtering technic is to obtain, recursively in time, favorable estimates of the state of a 

stochastic dynamic system based on noisy partial observations (Budhiraja et al., 2007). Given a 

set of partial and noisy observations (measurements) of the states, the problem of interest is to 

estimate the states of an engineering dynamical system. The Kalman filter is exact and widely 

used for state estimations of linear dynamical systems while system models in most 

identification problems of practical interest are non-linear (Saha and Roy, 2009). 

Becerra et al. (2001) applied the Extended Kalman filter to systems described by 

nonlinear differential-algebraic equations. The Extended Kalman filter uses local linearization to 

extend the scope of the Kalman filter to systems described by nonlinear ordinary differential 

equations (Maybeck, 1982). Gerald and Peter (2006) proposed the used of frequency-domain 

Adaptive Kalman filter. Kalman filter for adaptive echo cancelation was evaluated (Meissner et 

al., 1980). 

Han et al. (2009) presented an Adaptive Extended Kalman filter method to estimate the 

state-of-charge. The Adaptive Extended Kalman filter reduced the state-of-charge estimation 

error when working with the unknown process and measurement noise covariance values. The 

estimation errors were reduced by using the Adaptive Kalman filter, which modifies the 

covariance adaptively. Identification and quantification of method of overlapped peaks in liquid 

chromatography with UV diode array detection was reported using an Adaptive Kalman filter 

(Chen and Rutan, 1996). 
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Also, an Adaptive Extended Kalman filter was developed and investigated for a transient 

heat transfer problem (Myers et al., 2012). It was observed that adjustments made to either the 

measurement covariance or the state model covariance affects the convergence behavior of the 

Kalman filter. However, the state model covariance is entirely not known and is obtained 

through trial and error. In their work, the Adaptive Extended Kalman filter constructed produces 

faster and smoother convergence than the non-adaptive form of the Extended Kalman filter. 

In another study, a data fusion based on Adaptive Extended Kalman filter algorithm was 

used to centralized and decentralized process and sensor fault monitoring (Salahshoor et al., 

2008). Constant diagonal matrices for both the process and measurement covariance assumption 

approach were used in the classical Extended Kalman filter implementation. Adaptive Extended 

Kalman filter and probabilistic neural network (PNN) were combined in power distribution 

feeders in an intelligent approach for high impedance fault (HIF) detection (Samantaray et al., 

2009). An Extended Kalman filter and  Kalman filter are proposed and used subsequently to fuse 

a data from inertial navigation system (INS) sensors and to integrate them with a GPS data 

(Loebis et al., 2004). 

Moreover, to enhance the robustness of the Kalman filter algorithm with respect to 

modeling error and measurement noise an adaptive version of the Extended Kalman filter is 

proposed (Lippiello et al., 2007). In the literature various algorithm of Adaptive Extended 

Kalman filter have been proposed, where the problem of the real-time adaptation of the statistical 

parameters of the covariance matrices of the state and observation noise in different applications 

are addressed (Girgis and Peterson, 1990). The performance of the Extended Kalman filter 

versus the Adaptive Extended Kalman filter are compared using different object flights as well as 
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to appreciate the effects of the update laws for the state and observation noise covariance 

matrices separately are presented in a number of case studies.  

In this research, the numerical solution was discretized using backward in time and 

centered in space (BTCS).The effectiveness and the performance of the proposed AEKF and 

EKF algorithm have been experimentally tested using root mean square error.  
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CHAPTER 3 

Methodology 

3.1 Deterministic Model 

A two-dimensional subsurface advection-dispersion model for the transport of 

contaminant in the horizontal plane (x-y) and advection in the x direction was used to examine 

the accuracy and effectiveness of the numerical, the Extended Kalman filter and the Adaptive 

Extended Kalman filter results relative to the analytical solution that has been randomized 

(reference true value). The advection-dispersion equation for a two dimensional transport in the 

x-y plane is described by the following partial differential equation 
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C = concentration of contaminant in the solute phase (mg/L) 

t = time (day) 

Dx = dispersion coefficients in x directions (m
2
/d) 

Dy = dispersion coefficients in y directions (m
2
/d) 

V = linear velocity in the x-direction (m/d) 

R = retardation factor 

k = first-order decay rate (1/day) 

The boundary condition of the two-dimensional mass transport with an instantaneous point 

source is expressed as 
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Where (xi ,yi) is the initial co-ordinate that the pulse input occurred and Ω is a representation of a 

square boundary. 

3.2 Numerical Solution Approach 

In order to express the deterministic model in a more convenient form for the 

implementation of the data assimilation schemes, a Backward-Time and Central-Space (BTCS) 

differencing scheme was developed to solve the two-dimensional transport model numerically.  

In this research, the Backward in time and centered in space approach is used to generate one set 

of results and later used in the system equation in the Kalman filtering process. Since most 

contaminant undergoes a decay process, a first order decay factor k is assumed and introduced 

into the numerical scheme. The deterministic model is discretized by substituting the finite 

difference approximations into the two-dimensional subsurface equation. The general BTCS 

scheme forms of the numerical model are given as: 
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The resulting iteration scheme after discretizing the concentration in the model domain is 

expressed as 
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The convergence and stability criteria for the scheme are given as 
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Equation 9 can be rewritten in a state-space form as 

1 tt Axx
                                                                                                         (12) 

Where 

x t = the vector of contaminant concentration at all nodes at time, t 

xt-1 = the vector of contaminant concentration at all nodes at time, t-1 

A = the State Transition Matrix (STM) containing the parameters for the model which advances 

the current state to the next time step. 
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3.3 Process Equation 

A random Gaussian noise is introduced into the numerical scheme to simulate the 

contaminant transport because of the stochastic and heterogeneous nature of the subsurface 

environment. Transport processes can be simulated by stochastic data assimilation schemes with 

uncertain sources and inaccurate transport parameters by introducing a random noise term in the 

deterministic dynamics (Saad, 2007).  

      
...3,2,1,0,1   ttt tpAxx

                                                                 (13) 

Where 

x t = vector of contaminant concentration at all nodes at time, t; 

xt-1 = vector of contaminant concentration at all nodes at time, t-1 

A = State Transition Matrix (STM) that runs till the last time step 

pt = model system error or process noise.  

The system model error, pt is assumed to have zero mean and covariance matrix, Qt.The model 

system error is the difference between the optimal estimate of the true state and the model 

prediction.                             

3.4 Measurement Equation 

Since field data are difficult and costly to acquire, the analytical solution with a 5% 

Gaussian noise added to it was adopted as the true value in this study. Random Gaussian noise 

was added to the true value to obtain observation data or measurement for all time steps, and 

used in the filtering process. The observation error introduced takes care of instrumental errors, 

human errors and the randomized nature of a practical field data of contaminant concentrations.  

The equation governing the observation data for the entire domain in this study is given 

as  
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t

T

tt OHXZ 
         (14) 

Where 

Zt = state vector for observed vales for all nodes at time step t 

H = measurement sensitivity matrix 

Xt
T
 = the transpose of the true optimal estimate of the state 

Ot = vector of the observation error 

The observation noise, Ot is assumed to have zero mean and covariance matrix Rt. H is 

constructed as an identity matrix with n being the number of nodes in the model domain, in this 

study the number of nodes were chosen to be 625. 

3.5 Kalman Filter Algorithm 

In 1960, Rudolf Kalman developed the Kalman filter, which is an efficient recursive filter 

that estimates the states of a dynamic system from a series of incomplete and noisy 

measurements. The filter is considered to be a very powerful tool since it supports estimation of 

past, present and even future states even when the precise nature of the modeled system is 

unknown (Welch and Bishop, 1995). The Kalman filter equations fall into two groups; time 

update or predictor equations and measurement update equations or corrector equations. 

Prediction Stage: 

tpAxx  1-t)(t                                                                                        (15) 

t

T

1-tt )( QAAPP 
                                                                                  (16) 

Update Stage: 

1))(()(  t

T

t

T

tt RHHPHPK
                                                           (17) 

)]()()(  ttttt Hx[zKxx
                                                              (18) 
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)(()(  ttt I H)PKP
                                                                           (19) 

Where 

xt (-) = the estimated state vector  before the Kalman filter adjustment with covariance Pt (-) 

xt (+) = the estimated state vector  after the KF adjustment with covariance Pt (+) 

Kt = the optimal Kalman gain matrix which minimizes the optimal estimate error covariance 

matrix,
 
Pt. 

I = an identity matrix.
 

Pt-1 (-) and xt-1 (-) are initially specified to start the Kalman Filter data assimilation process. 

3.6 Extended Kalman Filter 

The Extended Kalman filter (EKF) is the nonlinear version of the Kalman filter which 

linearizes about an estimate of the current mean and covariance.
 
It provides a consistent first-

order approximation to the optimal estimate of the state and of the time-dependent model 

uncertainties, both when data are available and when they are not (Kao et al., 2003).
 
A Kalman 

Filter that linearizes about the current mean and covariance is referred to as an Extended Kalman 

filter (Welch and Bishop, 1995). The two nonlinear dynamical state –space models are 

ttt pxtAx  ),(1                                                                    (20) 

ttt oxthz  ),(
                                                       (21) 

The functional A(t , xt) and h(t , xt) represent nonlinear transition matrix function and nonlinear 

measurement matrix that are time-variant respectively. 

The nonlinear matrices are transformed into partial derivatives given as; 

x

xtA
F t

t
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                                                                              (22)
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Where, Ft+1 and Ht are the Jacobian matrices for the state transition and the measurement 

respectively. Using the basic idea of Kalman Filtering, the transformed state transition and 

measurement matrix is then used which makes the filter to work in the extended form. 

3.7 Adaptive Extended Kalman Filter (AEKF) 

The Extended Kalman filter remains a popular choice that has been applied in various 

fields. However, the Extended Kalman filter is vulnerable to linearization errors, which can lead 

to poor performance or divergence (Guoquan and Stergios, 2008). Also, the Extended Kalman 

filter assumes a complete knowledge of the process and observation noise covariance matrices 

which may be estimated inaccurately and causes the filter to diverge (Hide et al. 2004). 

Therefore, the uncertainties in the process and observation noise covariance are addressed by 

introducing the adaptive filtering technique into the Extended Kalman filter scheme.  

An Adaptive Extended Kalman filter is envisioned where changes are made during each 

iteration to the state model covariance to improve convergence. It is expected that, the execution 

of an Adaptive Extended filter will help to reduce the effect of unaccounted errors in the process 

and observation noise covariances. The adaptive filtering technique which is based on the 

Innovation Covariance Scaling and Gain Correction (ICS-GC) addresses the effect of 

unaccounted errors in the process and observation models (Kim and Lee, 2006). The algorithm 

for the AEKF is given as 

Prediction Stage: 

tpAxx  1-t)(t                                                                                             (24) 

][α)( t

T

1tt QAAPP  t                                                                                (25) 
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Update Stage: 

1)λ)(()(  tt

T

t

T

tt RHPHHPK
                                                          (26) 

)]()()(  ttttt Hx[zKxx
                                                                  (27) 

)(()(  ttt PH)KIP
                                                                                   (28) 

Where 

xt (-) = the estimated state  before the AEKF adjustment with covariance ,Pt (-) 

xt (+) = the estimated state after the AEKF adjustment with covariance ,Pt (+) 

tK  = the optimal Kalman gain matrix which minimizes the optimal estimate error covariance 

matrix, Pt. 

I = an identity matrix. 

λt=Forgetting factor at time step t 

αt=Adaptive factor at time step t 
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Where dt is the innovation sequence which is the difference between the observation and 

the predicted state at a given time. tC is the estimated true innovation covariance, Ct is the 

predicted innovation covariance is dimension of observation vector; M is the moving window 

size (Fathabadi et al., 2009),
 
λt is called a forgetting factor and λt >1, αt is the adaptive factor and 

αt >1 (Hu et al. 2003; Weidong et al. 2006). Equation (25) is the expression for the error 

covariance estimation for the AEKF. Equation (26) is the corrected optimal Kalman gain 

expression for the AEKF and Equation (33) is the estimated true innovation covariance (Hajiyev, 

2007). 

The above equations (24), (25), (26), (27) and (28) represent the adaptive system which 

has been created by the introduction of a corrected optimal Kalman gain and a true system 

covariance. The schematic representation of the ICS-GC Adaptive Extended filter scheme is 

shown in Figure 3.1. The figure gives an overview of the operation of the Adaptive Extended 

filter scheme. The Extended Kalman filter combines the observation and the system model to 

give an estimation, as the filtering proceeds the adaptive factor adjust the process noise 

covariance (Kim and Lee 2006) while the forgetting factor is estimated to adjust the observation 

noise covariance by correcting the Kalman gain (Hajiyev, 2007), after which the Adaptive 

Extended Kalman filter is expected to give an accurate prediction. 
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Figure 3.1. Schematic representation of the Innovation Covariance and Gain Correction (ICS-

GC) Adaptive Extended Scheme. 

3.8 Randomized Analytical Solution as True Value 

In order to implement the data assimilation schemes, observation information is required 

to guide the system model to project the optimal contaminant concentration. Various studies 

have simulated synthetic observation data by creating “true field” conditions (McLaughlin, 

2002). The analytical solution which has been randomized governing the advection-dispersion 

partial differential equation is given by 
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Where 

C = concentration of contaminant in the solute phase (mg/L) 

Dx = dispersion coefficients in x directions (m
2
/d) 

Dy = dispersion coefficients in y directions (m
2
/d) 

BTCS Model 

  Observations 

EKF 

scheme 

Gain Correction 

Pt Scaling 
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η = porosity of the medium 

b = aquifer thickness (m) 

R = retardation factor (dimensionless) 

V = linear velocity in the x-direction (m/d) 

k = the first-order contaminant decay rate (1/day)  

M0 = instantaneous mass input (g) 

x= Cartesian coordinates (m) in the x direction 

y= Cartesian coordinates (m) in the y direction 

t = time (day)  

wt = {0, 5%} 

Equation (37) represents the variations in time and distance in concentration, depending on the 

initial mass of contaminant per unit area injected across the aquifer cross section during a spill at 

time t = 0. An observation was created by introducing an observation error of 2.5% into the true 

value. 

3.9 Examination of the Prediction Effectiveness 

The root mean square error (RMSE) was used as an indicator performance to measure the 

effectiveness of AEKF, EKF and numerical results. The model predictions are compared with a 

simulated true field to estimate the error parameter (RMSE). The RMSE indicates the degree of 

error in each result in relation to the true value. The RMSE is given as 

 

 

Where  

RMSE (t) = Root Mean Square Error (mg/L) at time step, t. 

2]),,(),,([
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N = Number of sampling nodes. 

C
P
(x, y, t) = Predicted value of concentration at node (x, y) at time step, t. 

C
T
= Reference true value of concentration at node (x, y) at time step, t.  
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CHAPTER 4 

Results and Discussion 

4.1 Description of Simulation Parameters 

The simulation was conducted using a 37.5 m by 37.5 m domain space with grid points of 

625 on a two-dimensional plane. The grid intervals used in this study in the two dimensional 

plane in the x direction, ∆x is 1.5 m and that of the y direction, ∆y is also given as 1.5 m.  The 

parameter values used in the subsurface to simulate the contaminant transport were acquired 

from Zou and Parr (1995).The dispersion coefficients, Dx in x directions and the dispersion 

coefficients, Dy, in y directions are 1.554 m
2
/d and 0.4662 m

2
/d, respectively. The time adopted 

for each time step, the thickness of the aquifer, and the porosity, η, in the analytical equation 

were taken as 0.2 day, 6.1 m and 0.3, respectively. The retardation factor, R, is assumed to be 1.2 

while the linear velocity, V, is taken to be 1.5 m/d. To create a random noise condition, a 

standard deviation of 2.5% and 5% was brought to bear as the observation error and process 

error, respectively in the modeling process. 

In practice, it is costly and labor intensive to construct observation wells at every point in 

the model domain, therefore, twelve sparse measurement data set was used to predict the 

simulation area of the 625 nodes. The initial concentration of contaminant injected into the grid 

point at coordinates (5, 10) in the 37.5 × 37.5 space domain was 10,000 mg/L and the 

instantaneous contaminant mass at the grid point is 1604g. Simulations were carried out by 

running MatLab codes for numerical, reference true, EKF and AEKF. 

4.2 Simulation Output of Numerical Model 

MatLab code is formulated based on the partial differential equation (advection-

dispersion equation for a two dimensional transport) as indicated in Equation (1). The contour 
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profiles of the deterministic model (BTCS) are compared with the simulated true value which 

serves as true field value in this study. Figure 4.1, Figure 4.2 and Figure 4.3 shown below 

represent the contours of the contaminant plume by the deterministic model in comparison with 

the true value at time steps 10, 30 and 50, respectively. From Figure 4.1, Figure 4.2 and Figure 

4.3, the prediction by the deterministic model distinctly departs slower than the true value which 

can be attributed to linear velocity used in estimation process, numerical errors, which are round 

off errors, truncation errors, instability to mention but few as indicated by Spitz and Moreno 

(1996).  

 

Figure 4.1. Comparison of numerical results and true value at time step 10. 
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The size of the contaminant plume keeps increasing as the time step increased for both 

the numerical results and the true value. From the results, the dispersion of the contaminant 

plume of the deterministic model is lesser. At time step 50 deviation of the deterministic model 

from the true value was visibly evident. The smallest and the highest concentration at time step 

50 are approximately 24.8 mg/L and 99.2 mg/L, respectively which indicate that about 1% of the 

initial contaminant concentration remains at that time step.  

 

Figure 4.2. Comparison of numerical results and true value at time step 30. 
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It can be realized that as the contaminant plume migrate from its initial source the plume 

size keeps increasing whereas the concentration reduces because of such processes as dispersion, 

time rate release of contaminants, and distance of travel. The contaminant plume of the 

deterministic model has comparatively smooth shape as a result of the approximation made to it. 

Many factors combine to determine the quality and usefulness of a model predication. 

Numerical methods involve approximations which introduce errors into the deterministic model 

thereby affecting the accuracy and precision of the prediction. The setting of stability and 

convergence criteria in the results generation is another form of error in the numerical approach. 

 

Figure 4.3. Comparison of numerical results and true value at time step 50. 
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Moreover, due to the heterogeneous nature of the subsurface, hydraulic parameters and 

initialization data acquired from the field may vary, as a result assumptions are made on the 

parameters and the model used in estimation which further introduce error into the numerical 

method. The numerical model is unable to simulate a true field condition accurately because it 

provides an approximate solution to the transport equation. Despite the fact that numerical model 

is useful in predicting the fate and transport of contaminants in groundwater, the complex nature 

of the subsurface environment makes it extremely difficult to give accurate prediction. 

4.3 Simulation Output of Extended Kalman Filter 

The Extended Kalman filter which is a nonlinear extension of the Kalman filter as 

proposed by Jazwinski (1970) is used in this study. The Extended Kalman filter is used in the 

two-dimensional transport model to predict the state of the contaminant plume in the subsurface. 

The Extended Kalman filter resolves the problem of nonlinear measurement functions by local 

linearization of those nonlinear functions by taking the partial derivatives of those functions. 

(Welch and Bishop, 1995). A Gaussian noise was injected into the system model during the 

implementation of the Extended Kalman filter to account for the variability in the hydraulic 

parameters since it is stochastic in nature. Chang and Latif (2010) applied  the Extended Kalman 

filter to improve the accuracy of a subsurface contaminant transport model. The Extended 

Kalman filter works in a two-step process, the first step is the prediction update and the second 

step provides the measurement update. Since the Extended Kalman filter is recursive in nature, it 

can function in real time using only the present input measurements and the previously 

calculated state. 

 In this study, the Extended Kalman filter which is stochastic in nature combines both the 

observation information and the system model. Based on twelve observation data points in the 
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model domain the results for the stochastic models were generated. The observation data serves 

as a guide to the system model to give accurate estimates that are much closer or more nearer to 

the true value. At each time step the twelve observations points were sampled to estimate the 

optimal contaminant concentration. 

Figure 4.4, Figure 4.5 and Figure 4.6 show the contours of the contaminant plume 

predictions of the Extended Kalman filter at time step 10, 30 and 50, respectively. It can be seen 

that the prediction results of the Extended Kalman filter are closer to the true value than that of 

the deterministic model.  

 

Figure 4.4. Comparison of EKF results and true value at time step 10. 
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The accuracy of the Extended Kalman filter relative to the deterministic model can be 

associated to the fact that it uses the observation data which adjusts the system model to project 

the optimal state while the deterministic model solely relies on its systems of equations, 

boundary and initial conditions to predict the state. The variability in the hydraulic parameters 

are accounted for by the stochastic nature of the Extended Kalman filter, which enables it to 

predict irregular contour shapes which conforms to the true value. The Extended Kalman filter is 

more randomized in nature than the deterministic model results which have comparatively 

smooth contours. 

 

Figure 4.5. Comparison of EKF results and true value at time step 30. 
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Figure 4.6. Comparison of EKF results and true value at time step 50. 
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 An effective adaptive system is created by the implementation of the Innovation 

Covariance Scaling and Gain Correction (ICS-GC). The error covariance and the optimal 

Kalman gain are adjusted by a scale factor greater than one (Fathabadi et al., 2009).  The 

Adaptive Extended Kalman filter produces faster and smoother convergence than the Extended 

Kalman filter (Myers et al., 2012). The Adaptive Extended Kalman filter works better than the 

deterministic model and the Extended Kalman filter in terms of prediction accuracy.  

 

Figure 4.7. Comparison of AEKF results and true value at time step 10. 
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The Adaptive Extended Kalman filter as a data assimilation scheme combines 

observation data and model dynamics to give an improved prediction of the state at discrete time 

and spatial points. The Adaptive Extended Kalman filter reduces the effect of inaccuracies in the 

initial process noise covariance by assigning less weight to the system model (Hu et al. 2003). 

From Figure 4.7, Figures 4.8 and Figures 4.9, it can be realized that the adaptive and 

forgetting factors used in the Innovation Covariance Scaling and Gain Correction (ICS-GC) 

adaptive scheme by tuning the system error covariance and the optimal Kalman gain improves 

the accuracy of the filter prediction.  

 

Figure 4.8. Comparison of AEKF results and true value at time step 30. 
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The prediction results of the Adaptive Extended Kalman filter are also closer to the true 

value than both the Extended Kalman filter and the deterministic model. The Adaptive Extended 

Kalman filter is irregular in nature as exhibited by the Extended Kalman filter which makes the 

prediction quite similar to true field data. At time step 10 the prediction results seem to give the 

relatively least error and the slight deviation witnessed at time step 50 can be due to the smaller 

concentrations present at that time.  

Figure 4.9. Comparison of AEKF results and true value at time step 50. 
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information give a better prediction than the deterministic model which is solely based on its 

system of equations. The closeness of the Adaptive Extended Kalman filter to the true value is an 

indication of improvement in the system model by the introduction of the adaptive technique 

thereby providing a more accurate prediction. 

Figure 4.10, Figure 4.11 and Figure 4.12 show the concentration profiles by the various 

models in three dimensional at time step 10, 30 and 50, respectively to give a clearer 

representation of the concentration profiles. The true value was assigned a velocity higher than 

the velocity used in the deterministic model which makes the true value to move a little faster 

than the deterministic model.  

At time step 10, the peak contaminant concentration estimated by the true value was 

around 580.8 mg/L and the peak concentration predicted by the Adaptive Extended Kalman 

filter, the Extended Kalman filter and the deterministic model were 600 mg/L, 599.5 mg/L and 

790 mg/L, respectively. The deterministic model, the Adaptive Extended Kalman filter and the 

Extended Kalman filter gave a prediction error of about 26%, 3.2% and 3.1%, respectively, 

relative to the true solution. From the above discussion, it can be realized that the deterministic 

model gave the highest prediction error, followed by the Adaptive Extended Kalman filter and 

then the Extended Kalman filter. The slight superiority of the Extended Kalman filter over the 

Adaptive Extended Kalman filter can be attributed to the inaccurate estimate of the process and 

observation noise covariances by manipulating the system error covariance, Pt and the optimal 

Kalman gain, Kt  by the use of adaptive and forgetting factors in the adaptive scheme.  
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Figure 4.10. Comparison of contaminant concentration prediction of BTCS, EKF, AEKF and 

True value at time step 10. 

At time step 30, the peak concentration predicted by the true value was approximately 
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scheme has slightly improved the performance of the Extended Kalman filter by 4.9%.  
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Figure 4.11. Comparison of contaminant concentration prediction of BTCS, EKF, AEKF and     

True value at time step 30. 

Figure 4.12 shows the mesh profile at time step 50, indicating the peak concentration of 

the true value, the Adaptive Extended Kalman filter, the Extended Kalman filter and the 

deterministic model. At this stage it can be realized that, there is a continuous reduction in the 

contaminant concentration as it migrates from one time step to another time step. At the end of 

the simulation the true value peak concentration was approximately 99.2 mg/L, which was 

closely predicted by the Adaptive Extended Kalman filter and the Extended Kalman filter to be 

110 mg/L and 150 mg/L respectively, whereas the deterministic model predicted relatively 

higher peak concentration of 240 mg/L. As discussed earlier on, the Adaptive Extended Kalman 
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filter is closer to the true value than both the Extended Kalman filter and the deterministic model 

indicating that the initialization of the adaptive filtering scheme was successful in bringing down 

the prediction error of the Extended Kalman filter scheme. 

 

Figure 4.12. Comparison of contaminant concentration prediction of BTCS, EKF, AEKF and 

True value at time step 50. 

The higher peak concentration of the deterministic model can be due to the inaccurate 

hydrologic parameter used in the model. The true value was also assigned a velocity which was 

20% higher than the velocity used in the deterministic model. Despite the fact that hydraulic 

parameters and initial conditions may be erroneous, both filters can utilize observation 

information to project the optimal contaminant concentration with minimum deviation. 
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 As shown in Figure 4.10, Figure 4.11 and Figure 4.12, the trend indicates a reduction in 

peak concentration as the contaminant migrates from one time step to the other. The reduction of 

the contaminant concentration can be attributed to processes such as dispersion, time rate release 

of contaminant, chemical processes, advection of contaminant, sorption, dilution, diffusion and 

other factors that affect the extent and rate of contaminant movement (U.S. Environmental 

Protection Agency, 1985). 

4.5 Analysis of the Prediction Models Effectiveness 

The effectiveness and accuracy of the deterministic, Extended Kalman filter and 

Adaptive Extended Kalman filter schemes were conducted using root mean square error. Figure 

4.13 shows the RMSE profile of all the approaches used in this study. An average prediction 

error of approximately 29.9 mg/L, 21.3 mg/L and 18.2 mg/L were obtained for the deterministic 

model, the Extended Kalman filter the Extended Kalman filter and the Adaptive Extended 

Kalman filter, respectively for the entire simulation period when compared with the true 

solution. However, at the end of the simulation, the prediction error for the deterministic model 

was 28 mg/L while the Extended Kalman filter and the Adaptive Extended Kalman filter were 

reduced to 18 mg/L and 11 mg/L in the order given. The Extended Kalman filter improved the 

prediction by an average of 28.8 % relative to deterministic model while the Adaptive Extended 

Kalman filter improved the prediction by an average of 39.1% relative to deterministic model for 

the entire simulation period.  

Relative to the numerical results, it can be realized that the Adaptive Extended Kalman 

filter reduces the errors in prediction by 10.3% on the average compared to the Extended Kalman 

filter for the entire simulation period. It is evident in Figure 4.13 that the filters gave more 

accurate estimation in a successful manner by assimilating observation information into the 



43 

 

system. Between time-steps ten and twenty, the Extended Kalman filter appears to perform better 

than the Adaptive Extended Kalman filter, but after time step twenty the Adaptive Extended 

Kalman filter gave the least prediction error. It can also be said that at the end of the simulation, 

the introduction of the Extended Kalman filter improved the deterministic model prediction by 

reducing the model error from 28 mg/L to 18 mg/L, thus improving the prediction accuracy by 

about 35%. 

 

Figure 4.13. Root Mean Square Error (RMSE) profile for BTCS, EKF and AEKF. 

A further comparison in Figure 4.13 shows that the Adaptive Extended Kalman filter 

scheme further brought down the prediction error of the Extended Kalman filter scheme from 18 
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approximately 38.9%. From the above discussion, it can be realized that the Adaptive Extended 

Kalman filter is superior in predicting contaminant transport in the subsurface than the Extended 

Kalman filter and the deterministic model. 

4.6 Stability and Convergence Analysis of the Prediction Models 

Figure 4.14, Figure 4.15 and Figure 4.16 represent the stability and convergence of the 

deterministic model, the Extended Kalman filter and the Adaptive Extended Kalman filter for a 

series of repeated runs.  

 

Figure 4.14. Fifteen runs of RMSE profile for BTCS 

The Adaptive Extended Kalman filter has been used to increase the stability and the convergence 

performance of the filter in order to avoid divergence of the filter by reducing the errors that 

emanate from the process and observation noise covariance.  
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In this study, the stability and Convergence of the deterministic model, Extended Kalman 

filter and the Adaptive Extended Kalman filter are analyzed by performing multiple runs of the 

root mean squared-error profile. From Figure 4.15 and Figure 4.16, the Adaptive Extended 

Kalman filter and Extended Kalman filter became stable and converge after time step 20 during 

the simulation period. 

 

Figure 4.15. Fifteen runs of RMSE profile for EKF. 

0 5 10 15 20 25 30 35 40 45 50
0

10

20

30

40

50

60

70

Time step(t=0.2 day)

R
M

S
E

(m
g

/L
)

 

 

EKF



46 

 

 

Figure 4.16. Fifteen runs of RMSE profile for AEKF. 
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standard deviation by setting it to 1%, 7%, 14% and  21%, respectively for a constant 

observation noise standard deviation (ONSD) of 2.5%. From the RMSE profile it can be said that 

after time step 5 the difference in the results started to manifest and carried on until the last time 

step.  

 

Figure 4.17. RMSE profile of AEKF for different process noise standard deviation (PNSD)    

values. 

At the end of the simulation, using a process noise standard deviation of 1% improved the 
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results, it can be said that the smaller the process error introduced into the filtering, the smaller 

the error that will be associated with the estimation results and vice versa. 

4.8 Observation Noise Adjustment 

Sensitivity analysis was again conducted on the observation noise standard deviation 

(ONSD) to examine the impact it has on the model results. Similitude to the process noise, the 

observation noise standard deviation for the Adaptive Extended Kalman filter was varied while 

the process noise standard deviation was treated as a constant. The standard deviation of 

observation noise (ONSD) was set at 1%, 7 %, 14% and 21%, respectively while maintaining the 

same process noise standard deviation of 5%.  

Figure 4.17 shows the performance of the root mean square error profile of the Adaptive 

Extended Kalman filter when the sensitivity test was performed on the observation noise 

standard deviation. From the results, it can be observed that the respective Adaptive Extended 

Kalman error filters were closer after time step 5 until time step 30 where there was a significant 

difference in performance of the result of the filter until the end of the simulation. The 

observation noise standard deviation of 7% had a better output than the observation noise 

standard deviation of 1% from time step 8 to time step 32, even though from time step 35 to the 

end of the simulation the RMSE profile of the 1% observation noise standard deviation comes 

out to be slightly better than the 7% observation noise standard deviation.  

From the RMSE profile results between the observation noise standard deviation of 14% 

and 21%, it can be said that from time step 15 to time step 25, the observation noise standard 

deviation of 21% appears to perform slightly better than the observation noise standard deviation 

of 14%. But from time step 25 to the end of the simulation the observation noise standard 

deviation of 14% had an improved output than the observation noise standard deviation of 21%.  
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Figure 4.18. RMSE profile of AEKF for different observation noise standard deviation (ONSD) 

values 

Also, comparing the RMSE profile results of the observation noise standard deviation of 

7% and that of 14% it be observed that the observation noise standard deviation of 7% is 

superior in performance over the observation noise standard deviation of 14%. At the end of the 

simulation, the RMSE result using an observation noise standard deviation of 1% relative to the 
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finally 21% the least of them all. From the above discussion, it can be said that the higher the 

observation noise standard deviation introduced into the filtering process, the larger the error 

associated with the estimation results. 

The Adaptive Extended Kalman filter was further investigated by looking at the impact 

the window size has on the innovation covariance; therefore a sensitivity test was conducted by 

estimating the innovation covariance with different window sizes. Figure 4.19 shows the 

performance of the Adaptive Extended Kalman filter with different window size.  

 

Figure 4.19. Comparison of AEKF performance with different window sizes. 
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Adaptive Extended Kalman filter with window size of 25 had the highest prediction error of 

approximately 19 mg/L while a window size of 5 had the least prediction error of about 11mg /L. 

It can also be realized that on the average, a window size of 10 had a slight better output than a 

window size of 15 even though at the end of the simulation they seem to give a similar prediction 

error of 12 mg/L. Also, comparing the performance of a window size of 15 and that of 20, it is 

obvious from the RMSE profile that a window size of 15 performs better than a window size of 

20. It can be concluded from this investigation that, the higher the window size, the higher the 

prediction error which indicates that a window size of 5 gave the optimal prediction. It must also 

be noted that using a very small window size will make the Adaptive Extended Kalman filter less 

effective, since the true innovation covariance may not be accurately estimated. 
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CHAPTER 5 

Conclusion and Future Research 

Human activity that releases chemicals or waste to the environment either intentionally or 

accidentally has the potential to pollute groundwater. Groundwater contamination has been 

major concerns in recent times since majority of the people in the world depend on groundwater 

as a source of drinking water. Modeling the behavior of contaminants in groundwater is essential 

in predicting the fate of the pollutants in order for management to take critical decision in the 

mitigation process and in risk assessment. 

In this study, a two-dimensional subsurface advection-dispersion model for the transport 

of contaminant was used to examine the accuracy and effectiveness of the numerical, the 

Extended Kalman filter and the Adaptive Extended Kalman filter results relative to the true value 

results. MatLab code was formulated based on the partial differential equation (advection-

dispersion equation for a two dimensional transport).  

Contour profiles of the deterministic model, the Extended Kalman filter and the Adaptive 

Extended Kalman filter in comparison with the true value at various time steps were plotted. The 

prediction by the deterministic model distinctly moves slower than the true value. The results of 

numerical models are normally idealistic to apply practically as a result of its lack of ability to 

simulate true field conditions. The contaminant plume of the deterministic model has 

comparatively smooth shape as a result of the approximation made to it and this approximation 

introduce errors into the deterministic model thereby affecting the accuracy and precision of the 

prediction. 

 Despite the fact that numerical model is useful in predicting the fate and transport of 

contaminants in groundwater, the complex nature of the subsurface environment makes it 
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extremely difficult to give accurate prediction. The deterministic model assumes constant 

parameters and homogeneity in generating results, while both the Extended Kalman filter and the 

Adaptive Extended Kalman filter takes into consideration updating and prediction in results 

generation.  

The Extended Kalman filter and the Adaptive Extended Kalman filter which are 

stochastic in nature combine both observation information and the system model. It can be seen 

that the prediction results of the Extended Kalman filter are closer to the true value than that of 

the deterministic model. Both Adaptive Extended Kalman Filter and Extended Kalman filter are 

randomized in nature which makes their prediction quite similar to the true field data. The 

adaptive and forgetting factors used in the Innovation Covariance Scaling and Gain Correction 

adaptive scheme by tuning the system error covariance and the optimal Kalman gain improves 

the accuracy of the filter prediction. 

The effectiveness and accuracy of the deterministic, Extended Kalman filter and 

Adaptive Extended Kalman filter schemes were conducted using root mean square error. The 

Extended Kalman Filter improved the prediction by an average of 28.8 % relative to 

deterministic model while the Adaptive Extended Kalman filter improved the prediction by an 

average of 39.1% relative to deterministic model for the entire simulation period in the 37.5 by 

37.5 space domain using twelve observation points.  

At the end of the simulation, the introduction of the Extended Kalman filter improved the 

deterministic model prediction by reducing the model error from 28 mg/L to 18 mg/L, thus 

improving the prediction accuracy by about 35.7 %. Although the Extended Kalman filter was 

successful in reducing the errors in the deterministic model, the Adaptive Extended Kalman filter 

scheme further reduced the prediction error of the Extended Kalman filter from 18 mg/L to 
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11mg/L hence ameliorating prediction accuracy by approximately 38.9%. Overall, the 

implementation of the Adaptive Extended Kalman filter was successful in improving the 

prediction accuracy of the deterministic model by about 60.7% which shows a substantial 

improvement in the prediction of the contaminant concentration. The study revealed that the 

Adaptive Extended Kalman filter performs better than the Extended Kalman filter. 

Sensitivity tests were further carried on to examine the influence of the process noise 

standard deviation (PNSD) on the prediction of the Adaptive Extended Kalman filter by 

simulating the filter with different process noise standard deviations. The investigation revealed 

that the performance of the Adaptive Extended Kalman filter works better when the process 

noise standard deviation is made minimum by using 1% compared to when it is adjust to 7%, 

14% and 21%.  

Also, sensitivity analysis was again conducted on the observation noise standard 

deviation (ONSD) to examine the impact it has on the model results. The RMSE result using an 

observation noise standard deviation of 1% relative to the standard deviation of 7%, 14% and 

21% ameliorate the performance of the filter by approximately 21.4%, 38.9% and 52.2%, 

respectively. The investigation shows that the higher the process and observation noise standard 

deviation introduced into the filtering process, the larger the error associated with the estimation 

results, hence choosing the appropriate process and observation noise standard deviation can 

have a significant impact on filter performance. 

The stability and convergence of the models were analyzed by performing multiple runs 

of the root mean squared-error profile. The investigation conducted on the window size shows 

that, as the window size increases, the higher the prediction error associated with the Adaptive 

Extended Kalman filter.  Future work will focus on the use of Adaptive Extended Kalman filter 
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with time correlated errors under three-dimensional subsurface environment and also the 

adaptive techniques will be introduced into the Ensemble Kalman filter. 
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